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The Lecture Notes in Physics
The series Lecture Notes in Physics (LNP), founded in 1969, reports new developments
in physics research and teaching – quickly and informally, but with a high quality and
the explicit aim to summarize and communicate current knowledge in an accessible way.
Books published in this series are conceived as bridging material between advanced grad-
uate textbooks and the forefront of research and to serve three purposes:

• to be a compact and modern up-to-date source of reference on a well-defined topic

• to serve as an accessible introduction to the field to postgraduate students and
nonspecialist researchers from related areas

• to be a source of advanced teaching material for specialized seminars, courses and
schools

Both monographs and multi-author volumes will be considered for publication. Edited
volumes should, however, consist of a very limited number of contributions only. Pro-
ceedings will not be considered for LNP.

Volumes published in LNP are disseminated both in print and in electronic formats, the
electronic archive being available at springerlink.com. The series content is indexed, ab-
stracted and referenced by many abstracting and information services, bibliographic net-
works, subscription agencies, library networks, and consortia.

Proposals should be sent to a member of the Editorial Board, or directly to the managing
editor at Springer:

Christian Caron
Springer Heidelberg
Physics Editorial Department I
Tiergartenstrasse 17
69121 Heidelberg / Germany
christian.caron@springer.com



I. Mann
A.M. Nakamura
T. Mukai (Eds.)

Small Bodies in Planetary
Systems

123



Ingrid Mann
Kobe University
Dept. Earth & Planetary Sciences
Rokkodai-cho Kobe
Nada-ku 657-8501
Japan
mann@diamond.kobe-u.ac.jp

Tadashi Mukai
Kobe University
Dept. Earth & Planetary Sciences
Rokkodai-cho Kobe
Nada-ku 657-8501
Japan

Akiko M. Nakamura
Kobe University
Dept. Earth & Planetary Sciences
Rokkodai-cho Kobe
Nada-ku 657-8501
Japan

Mann, I. et al. (Eds.), Small Bodies in Planetary Systems, Lect. Notes Phys. 758 (Springer,
Berlin Heidelberg 2009), DOI 10.1007/978-3-540-76935-4

ISBN: 978-3-540-76934-7 e-ISBN: 978-3-540-76935-4

DOI 10.1007/978-3-540-76935-4

Lecture Notes in Physics ISSN: 0075-8450

Library of Congress Control Number: 2008929548

c© Springer-Verlag Berlin Heidelberg 2009

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broadcasting,
reproduction on microfilm or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9,
1965, in its current version, and permission for use must always be obtained from Springer. Violations are
liable to prosecution under the German Copyright Law.

The use of general descriptive names, registered names, trademarks, etc. in this publication does not imply,
even in the absence of a specific statement, that such names are exempt from the relevant protective laws
and regulations and therefore free for general use.

Cover design: eStudio Calamar S.L., F. Steinen-Broo, Pau/Girona, Spain

Printed on acid-free paper

9 8 7 6 5 4 3 2 1

springer.com



Preface

The small bodies in planetary systems are indicative of the material evolu-
tion, the dynamical evolution, and the presence of planets in a system. Recent
astronomical research, space research, laboratory research, and numerical sim-
ulations brought a wealth of new and exciting findings on extra-solar planetary
systems and on asteroids, comets, meteoroids, dust, and trans-Neptunian ob-
jects in the solar system. Progress in astronomical instrumentation led to the
discovery and investigation of small bodies in the outer solar system and to
observations of cosmic dust in debris disks of extra-solar planetary systems.
Space research allowed for close studies of some of the small solar system
bodies from spacecraft. This lecture series is intended as an introduction to
the latest research results and to the key issues of future research. The chap-
ters are mainly based on lectures given during a recent research school and
on research activities within the 21st Century COE Program “Origin and
Evolution of Planetary Systems” at Kobe University, Japan.

In Chap. 1, Taku Takeuchi discusses the evolution of gas and dust from
protoplanetary disks to planetary disks. Using a simple model, he studies vis-
cous evolution and photoevaporation as possible mechanisms of gas dispersal.
He further considers how the dust grows into planetesimals. Motion of dust
particles induced by gas drag is described, and then using a simple analytic
model, the dust growth timescale is discussed.

Chap. 2 by Mark Wyatt covers the interpretation of observations of small
bodies in extrasolar planetary systems. While observations of debris disks
trace the distribution of dust in these systems, they can be used to infer the
distribution of larger bodies: planetesimals and planets. The chapter describes
a theory for the dynamics of dust–planetesimal–planet interactions. Such a
theory is essential for a successful interpretation of the observations, and is
equally applicable to the study of dust originating in the asteroid and Kuiper
belts in the solar system.

The collisional disruption of small bodies is a fundamental process in
the formation and evolution of planetary systems. In Chap. 3, Akiko Naka-
mura and Patrick Michel describe the current knowledge on collision
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processes of asteroids and relevant laboratory studies. Related recent findings
from the Hayabusa mission to the small asteroid 25143 Itokawa are shortly
described.

Subsequently, Patrick Michel presents in Chap. 4 the different disruption
mechanisms that can affect the physical properties of small bodies in planetary
systems over their history. Our current but still very poor understanding of
the concept of material strength of those bodies and its role in the action of
those mechanisms are also described.

In Chap. 5 Shinsuke Abe discusses meteor observations in connection to
properties of the meteoroid parent bodies. Meteors are phenomena that re-
sult from interaction of meteoroids entering from interplanetary space with
the Earth’s upper atmosphere. The derived meteoroid characteristics bear po-
tential information to investigate their parent bodies, which are in majority
comets and asteroids.

Except for the meteor observations, the few cases of in-situ detections in
space, and the limited studies of cosmic samples in terrestrial laboratories,
our information concerning small bodies in planetary systems are based on
astronomical observations, especially on the observations of cosmic dust. In
Chap. 6, Aigen Li presents the theoretical basis for describing the optical
properties of dust and the dust interaction with electromagnetic radiation.

The physical processes of the dust in planetary debris disks are discussed in
Chap. 7 by Ingrid Mann. Planetary debris disks are exposed to the brightness
of the central star, stellar wind, and energetic particles originating from the
system as well as galactic cosmic ray particles. Both stellar radiation and stel-
lar wind give rise to a Poynting–Robertson effect, which limits the lifetime of
the dust particles that are in bound orbit about the star (migration-dominated
disks). In debris disks with high dust content lifetimes due to mutual collisions
are even shorter (collision-dominated disks). Dust collisions are a potential
source of second-generation gas in planetary debris disks. The chapter also
touches on the role of non-thermal alteration for dust material evolution.

In Chap. 8, Masateru Ishiguro and Munetaka Ueno describe recent devel-
opments in observations of interplanetary dust particles. These developments
are largely due to the introduction of cooled charge coupled device (CCD) de-
tectors and two-dimensional infrared array detectors used with infrared space
telescopes. The new observational data show not only the global structure
of the interplanetary dust cloud, e.g., its plane of symmetry, but also faint
structures, asteroidal dust bands, and cometary dust trails, seen as brightness
enhancements of a few percent above that of the smooth component. Spectro-
graphic observations provide some knowledge about the dynamics and com-
position of these local components. The observations reveal the connections
between interplanetary dust particles and their parent bodies. The chapter
ends by describing ongoing and future projects related to the observational
study of interplanetary dust.
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The past 15 years have seen a renaissance in the study of the outer solar
system with the discovery of the Kuiper belt and the unveiling of previ-
ously unexpected connections between distinct sub-populations of small bod-
ies throughout the system. In chapter Dave Jewitt focusses on six of the most
research-active areas. The chapter includes the analysis of lightcurves for in-
formation about structure and binarity, systematics of the densities of small
bodies, the color (composition) distribution of Kuiper belt objects, the crys-
talline state of ice and the nature of two little studied groups, the irregular
satellites of the giant planets, and the newly perceived main-belt comets.

In the final and 10th chapter, Yoichi Itoh describes the observational per-
spectives. In this chapter, various observational methods of searching for ex-
trasolar planets and circumstellar disks are reviewed. These include Doppler
shift measurements, transit detection, astrometry, gravitational lensing, spec-
tral energy distribution, direct detection, and coronagraphy.

The synthesis of the presented and many other exciting studies will hope-
fully converge towards a better understanding of the contents, origin and
evolution of our planetary system and of planetary systems in general. We
finally would like to thank all those people who helped to write this book: the
authors of the different chapters, as well as all lecturers and participants of
the Kobe Planetary School ‘Small Bodies in Planetary Systems’.

Kobe Ingrid Mann
December 2007 Akiko M. Nakamura

Tadashi Mukai
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1

From Protoplanetary Disks to Planetary Disks:
Gas Dispersal and Dust Growth

T. Takeuchi

Department of Earth and Planetary Sciences, Kobe University, Kobe 657-8501,
Japan,
taku@kobe-u.ac.jp

Abstract We discuss the evolution of gas and dust in protoplanetary disks, first
considering removal of the gas from the disks. Using a simple model, we argue
that it is difficult to remove all the disk gas solely by viscous accretion. We discuss
photoevaporation as a plausible mechanism for removing the disk gas, and estimate
the timescale of gas removal. We then discuss growth of the dust particles into
planetesimals. The dust particles first sediment to the midplane of the disk and
then radially migrate toward the central star. We estimate the growth timescale
during sedimentation and discuss the growth of dust bodies as they move radially
toward the star.

1.1 Introduction

Many young pre-main-sequence stars such as T Tauri stars have circumstellar
disks, which are called protoplanetary disks because planetary formation is
expected to occur within them. The youngest protoplanetary disks provide
information about the initial conditions of planet formation. The mass of the
dusty material of the disks around classical T Tauri stars are in the range of
10−5 − 10−3 M� (3 − 300M⊕, [11]), or in other words, the disks have a suf-
ficient amount of dust to form rocky planets. Because the disks are optically
thick in the optical to millimeter wavelengths, a sufficient mass of small parti-
cles is required to produce a large cross-sectional area with the given mass of
dusty material observed. It is still difficult to measure the amount of hydro-
gen molecules, which comprises the main component of the gas in protoplan-
etary disks. Other molecules such as CO may be depleted, and measuring the
amount of such species does not allow us to derive the total gas mass. Thus, we
currently have only very crude estimates for the gas masses in the disks, but
it is thought that some disks have enough gas to form giant planets [23, 30].

As planet formation proceeds, the protoplanetary disks evolve into plan-
etary disks. The small dust particles grow into much larger bodies, such as
planetesimals, comets, and planets. Some of the disk gas forms giant planets,
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2 T. Takeuchi

but a large fraction of the gas mass disappears, either by accreting onto the
central star or escaping from the disk. For example, loss of the gas component
from the solar system is obvious. The total gas mass of all the planets in the
solar system is much smaller than the gas mass of the protosolar disk esti-
mated from the total solid mass of the planets multiplied by the interstellar
gas-to-dust ratio. Thus, during or after the formation of the planets, most of
the gas was removed. How the transition from protoplanetary to planetary
disk occurs is not yet clear, because only a few objects have been found that
are believed to represent a transitional stage in this process [24]. In contrast to
the small number of observed objects in a transitional stage, many candidates
for planetary disks have been found.

Some main-sequence stars, such as Vega and β Pictoris, have dust disks
and are referred to as Vega-like stars [6, 51]. The disks around Vega-like stars
are optically thin even at optical wavelengths, which means that the mass of
the small particles that emit observable thermal radiation and the scattered
light of the central star is much less than in protoplanetary disks. The small
dust particles of protoplanetary disks may have simply disappeared during the
transition to planetary disks, but it is thought that most of the solid material
actually accumulated into planetesimal-sized (∼ km) or larger bodies. These
large bodies are needed to produce the small dust particles observed in Vega-
like disks [6]. Small particles in Vega-like disks are easily removed through
collisional destruction and subsequent ejection by the radiation pressure of
the central star. To reconcile the observed dust mass of Vega-like disks (or
more accurately the total cross-sectional area of the dust particles) with the
ages of their central stars, the small particles must have been replenished.
This resupply probably occurs through collisional destruction of larger bodies
such as planetesimals or through evaporation of comets approaching the star.
Such resupply of the dust particles actually occurs in the solar system and
produces the dust of the zodiacal light. Hence, in Vega-like disks, most of
the solid bodies have grown to at least the size of planetesimals or comets
(∼km), and most of these disks have very little or no gas [13, 16, 18, 53, 54].
The ratio of the gas-to-solid mass is thus expected to be much smaller than
the interstellar value; i.e., a significant fraction of the gas has been removed.
In view of the above facts, Vega-like disks are considered to be planetary
disks. They contain planetesimals (or asteroids) so that small dust particles
are continuously produced, and they consist of very little gas.

In this chapter, we discuss theoretically how protoplanetary disks evolve
into planetary disks. We focus here on growth of the dust particles into
planetesimal-sized bodies and on removal of the gas. In Sect. 2, we describe
a simple protoplanetary disk model that we use as a reference model in the
subsequent sections. In Sect. 3, we consider viscous evolution and photoevap-
oration as mechanisms for removal of the gas from protoplanetary disks. In
Sect. 4, we describe the dynamics of dust particles, which are strongly con-
trolled by gas drag. In Sect. 5, we discuss how the dust particles in gas disks
grow.
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1.2 A Simple Model of Protoplanetary Disks

Many pre-main-sequence stars exhibit protoplanetary disks composed of gas
and dust. The main components of the gas are hydrogen molecules and he-
lium atoms with a small fraction of gas-phase molecules of heavy elements,
such as CO and N2. The dust is mainly composed of silicates, organics, and
H2O ices. The dust-to-gas ratio in protoplanetary disks is estimated from the
compositional measurements of the interstellar medium, primitive bodies in
the solar system, and the solar atmosphere. In the outer part of the disk, the
dust-to-gas ratio is 1.4%, and inside the snow line, where H2O ices evaporate,
it is reduced to 0.8% [66]. In this section, we describe a simple model of a gas
disk, which is used as a reference model in the subsequent sections.

1.2.1 Equilibrium State of the Gas Disk

We first consider the vertical equilibrium of the gas disk. The vertical com-
ponent of the gravity of the central star and the gas pressure gradient bal-
ance each other. Assuming axisymmetry and using the cylindrical coordinates
(r, z), the force balance for z � r is

− GM

r3
z − 1

ρg

∂P

∂z
= 0 , (1.1)

where G is the gravitational constant, M is the mass of the central star, ρg

is the gas density, P = ρgkBT/mg is the gas pressure, kB is the Boltzmann
constant, T is the gas temperature, and mg is the mass of the gas molecules.
We assume that the disk gas is isothermal in the vertical direction. The gas
density distribution that satisfies (1.1) is

ρg = ρg,mid exp
(
− z2

2h2
g

)
, (1.2)

where ρg, mid is the density at the midplane. The disk scale height is related
to the Keplerian angular velocity, ΩK =

√
GM/r3, and the isothermal sound

speed, cs =
√

kBT/mg, as

hg =
cs

ΩK
. (1.3)

(This definition of hg differs from the usual definition of the scale height by a
factor

√
2.) The surface density is given by

Σg =
∫ +∞

−∞
ρg dz =

√
2πhgρg,mid. (1.4)

In the radial direction, the balance between gravity, the centrifugal force,
and the gas pressure gradient is
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− GM

r2
− 1

ρg

∂P

∂r
+ rΩ2

g = 0. (1.5)

From this equation, the orbital angular speed Ωg of the gas is given by

Ωg = ΩK(1 − η)1/2 . (1.6)

The deviation factor η from the Keplerian speed, which arises due to the gas
pressure gradient, is given by

η = − 1
rΩ2

Kρg

∂P

∂r
∼

(
cs

vK

)2

, (1.7)

and is on the order of the square of the ratio between the Keplerian velocity,
vK = rΩK, and the sound speed, cs.

1.2.2 Radial Profiles of the Temperature and the Density

The radial temperature distribution of the disk is determined by the energy
balance between heating and cooling of the disk material. For the simplest
models, as discussed below, the temperature distribution is approximated by
a power-law form,

T = T0

(
r

r0

)−q

, (1.8)

where r0 is a reference radius. We assume that the heating source is either
due to disk accretion or stellar irradiation, and that cooling occurs through
thermal radiation from the disk surface. For further simplicity, we assume
that the disk is vertically isothermal, and we neglect energy transfer along
the radial direction inside the disk. Consider first passive disks, in which the
heating due to the irradiation from the central star is balanced with the ra-
diative cooling. The luminosity of the star is L = 4πR2

∗σSBT 4
eff , where Teff is

the effective temperature, R∗ is the radius of the star, and σSB is the Stefan–
Boltzmann constant. If the thickness of the disk is negligible (hg � R∗), the
incoming energy flux from the star to a unit area of the disk is L sin θ/(4πr2),
where θ, the mean incident angle of the starlight, is approximated by 0.4R∗/r.
The radiative cooling from a unit area of the disk is 2σSBT 4 (from the up-
per and lower surfaces). The balance between heating and cooling gives the
temperature profile

T = 0.21/4Teff

(
r

R∗

)−3/4

. (1.9)

In the case of flaring passive disks, the disk has a thickness and the ratio of
its thickness to the radius hg/r increases with r. In such disks, the incident
angle of the starlight decreases shallower than r−1, and thus the temperature
decreases less than r−3/4. The disk thickness is related to the gas temperature
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through (1.3). A self-consistent calculation of T and hg shows that the power-
law index q can be as large as 3/7 (see, e.g., Sect. 17.3.5 of [75]).

In the case of active disks, disk accretion provides the heating source.
The accreting material at large distances from the star (r � R∗) releases its
gravitational energy at a rate 3GMṀacc/(4πr3) per unit area per unit time
[67], where Ṁacc is the mass accretion rate. This heating is balanced by the
radiative cooling 2σSBT 4. The temperature is

T = Teff

(
3Lacc

2L

)1/4 (
r

R∗

)−3/4

, (1.10)

where Lacc = GMṀacc/R∗ is the accretion luminosity. As seen from (1.9)
and (1.10), if the accretion luminosity is much smaller than the luminosity of
the star, the disk temperature is determined by the irradiation of the star.
Taking the solar values for the stellar parameters, the irradiation of the star
dominates when Ṁacc � 3×10−8M� yr−1. If the disk is flared (q < 3/4), the
disk temperature at large radii is controlled by the irradiation of the star even
if the accretion luminosity is comparable to the stellar luminosity. At later
stages of disk evolution in which the accretion luminosity is not too large,
the disk temperature is well described by the flared passive disk models (e.g.,
[17, 46]).

The initial density distribution of the disk is determined by the density
and angular momentum distributions of the cloud core from which the gas has
fallen onto the disk [14, 80], after which it evolves thorough viscous accretion.
As discussed in Sect. 1.3.1, the simplest viscous accretion model induces a
power-law density profile,

Σg = Σg,0

(
r

r0

)−p

, (1.11)

where the power-law index p reflects how the viscosity varies with r. However,
it is difficult to theoretically predict the viscosity profile. Our best knowledge
about p comes from imaging observations of the disks. Comparison with the
observed disk images taken at millimeter wavelengths suggests that the power-
law index is p = 0− 2 [5, 47]. The disk masses estimated from observations of
the dust and gas are 10−3 − 10−1 M� [4, 12, 22, 30, 64]. The mean free path
of the gas molecules at the disk midplane is

lfree =
mg√

2ρg,midσmol

= lfree,0

(
r

r0

) 2p−q+3
2

, (1.12)

where the collisional cross section of hydrogen molecules is σmol = 2 ×
10−15 cm2 (p. 228 in [15]).

Fiducial Disk Parameters

When we need numerical values in subsequent discussions, we use the fol-
lowing fiducial model: The central star’s mass is M = 1M�. The disk
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temperature and density profiles are T = 280(r/1 AU)−1/2 K and Σg =
3.5 × 102(r/1 AU)−1 g cm−2. In this model, the disk mass inside 100 AU
is Mg = 2.5 × 10−2M�. The midplane gas density is ρg, mid = 2.8 ×
10−10(r/1 AU)−2.25 g cm−3, and the mean free path is lfree = 4.9(r/1 AU)2.25

cm, where the mean molecular mass is mg = 2.34mH and mH is the mass of
a hydrogen atom. The dust-to-gas ratio is fdust = 0.01.

1.3 Disappearance of the Gas Disks

In this section, we consider the possible mechanisms of gas removal from
the protoplanetary disks. Viscous accretion of the gas disks is discussed in
Sect. 1.3.1. Gas removal due to accretion decelerates as the disk evolves and
thus the disk gas can remain for a long time. In Sect. 1.3.2, we consider
photoevaporation of the disk gas caused by the extreme ultraviolet photons
from the central star. For other mechanisms such as stripping by the stellar
wind or tidal torques by embedded protoplanets, see references [39, 78].

1.3.1 Viscous Evolution

A Simple Model of Turbulent Viscosity

In protoplanetary disks, the molecular viscosity, νmol = vTlfree/2, where vT =√
8kBT/(πmg) is the mean thermal speed, is small, and can be neglected

when we consider the global evolution of the disks. The Reynolds number
Remol = rvK/νmol is actually on the order of 1014 at 1 AU. Thus, we usually
consider turbulent viscosity as a mechanism of disk accretion. We assume that
the largest eddy size of turbulence is smaller than the disk scale height, and
also that the velocity of the largest eddy is smaller than the sound speed. The
largest eddy size and velocity are written as leddy ∼ αlhg and veddy ∼ αvcs,
respectively. Using the analogy of molecular viscosity, the turbulent viscosity
is estimated as

νvis = αhgcs , (1.13)

where α = αlαv. Several mechanisms have been proposed as sources of global
disk turbulence, and the most plausible mechanism is the magneto-rotational
instability of the disks [7]. Simulations of the magneto-rotational instability
suggest that the strength of the viscosity is α ∼ 10−2 ([37, 69, 76]; however,
see [70] for limitations on the use of the parameter α), which is consistent
with the value, α ∼ 10−3 − 10−1, obtained from the observed disk accretion
rate [33, 35].

If the disk temperature profile is T = T0(r/r0)−q, then the sound speed is
cs = cs,0(r/r0)−q/2 and the disk scale height is hg = hg,0(r/r0)(3−q)/2. In the
simplest so-called “α-viscous model,” α is assumed to be constant, and the
disk viscosity varies with r as
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νvis = νvis,0

(
r

r0

)γ

, (1.14)

where νvis,0 = αhg,0cs,0, and the power law index γ = 3/2 − q. In the fiducial
model (q = 1/2), γ = 1.

Properties of Viscous Evolution

A Keplerian disk has the rotation velocity law (ΩK ∝ r−3/2) in which the
inner disk gas rotates faster than the outer gas. Consider two imaginary gas
rings inside the disk that contact each other. Through viscous stress at the
contact surface, the faster rotating inner ring accelerates the rotation of the
outer ring, while the outer ring decelerates the inner ring. The angular mo-
mentum is transferred from inside to outside, and consequently, the inner part
of the disk shrinks toward the star while the outer part expands. In Keplerian
disks, the specific angular momentum increases with the radius as r1/2. As the
gas at the outer edge travels farther, a smaller mass of gas can carry most of
the total angular momentum of the disk. Hence, as viscous evolution proceeds
and the disk’s outer edge expands, the fraction of the expanding outer part
decreases while the inner, infalling portion increases. Even if evolution pro-
ceeded until the outer edge expanded to infinity, only an infinitesimally small
mass could actually reach infinity, and most of the disk gas would accrete
inside an infinitesimally small region around the origin.

Time Evolution of the Disk

We consider the density evolution of the disk due to viscosity. For the sim-
ple viscosity model of (1.14), most of the properties of disk evolution can be
derived from the estimate using the viscous evolution timescale. (See the text-
books [25, 34] for more detailed discussions.) By dimensional analysis, we see
that the disk evolution occurs with the timescale of viscous diffusion,

τvis =
r2

νvis
= 1.4 × 106

( α

10−2

)−1 ( r

100 AU

)2−γ

yr , (1.15)

where the numerical value is calculated for the fiducial parameters. The typical
timescale is 106 yr if we use α = 10−2, r = 100 AU, and γ = 1.

Let the outer radius of the disk be initially r0, and assume that the viscosity
does not change with time but varies radially as (1.14). During the initial
evolution of the timescale, τvis,0 = r2

0/νvis(r0), the density profile depends on
the initial profile. As viscous diffusion dampens initial density fluctuations
at a small length scale, the disk “forgets” the initial profile. For times much
greater than τvis,0, the outer radius of the disk is calculated from (1.14) and
(1.15) as a function of t,

rout = [νvis(rout)t]1/2 = r0

(
t

τvis,0

) 1
2−γ

, (1.16)
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and the density profile smooths out. Consequently, the mass accretion rate
of the disk, Ṁacc(r, t) = 2πrΣgvg,r, becomes independent of r except for the
outermost part of the disk that expands. The accretion velocity is estimated
as vg,r ∼ r/τvis ∼ νvis/r. Assuming a power-law density profile, Σg(r, t) =
Σg,0(t)(r/r0)−p, the mass accretion rate is Ṁacc ∼ 2πΣ0νvis,0(r/r0)γ−p.
Hence, the constant accretion rate with r means p = γ; that is, the density
profile converges to

Σg(r, t) = Σg,0(t)
(

r

r0

)−γ

. (1.17)

The total angular momentum of the disk is given by

H =
∫ rout

rin

2πr3ΣgΩK dr ≈ 2πr4
0ΩK,0

5/2 − γ
Σg,0(t)

(
t

τvis,0

) 5−2γ
4−2γ

, (1.18)

where we used (1.16). The integral is evaluated at rout (assuming γ < 5/2);
that is, the disk gas at the outer edge carries most of the angular momentum.
From H being constant with time, the time dependence of the density is
Σg,0(t) = Σg,0(τvis,0)(t/τvis,0)−(5−2γ)/(4−2γ). The mass accretion rate, which
is constant with r, is

Ṁacc(t) = Ṁacc(τvis,0)
(

t

τvis,0

)− 5−2γ
4−2γ

, (1.19)

where Ṁacc(τvis,0) = 2πΣg,0(τvis,0)νvis,0, and it is 1.7× 10−8 M� yr−1 for the
fiducial model. The disk mass evolves with time as

Mg =
∫ rout

rin

2πrΣg dr ≈ Mg(τvis,0)
(

t

τvis,0

)− 1
4−2γ

, (1.20)

where Mg(τvis,0) = 2πr2
0Σg,0(τvis,0)/(2 − γ). For the fiducial model (γ = 1),

the disk mass declines as Mg ∝ t−1/2.
In summary, as viscous evolution proceeds, the timescale of viscous dif-

fusion increases because the outer part of the disk expands. The disk mass
decreases only with a power law of the time involved, and it is difficult to
disperse all the disk gas via the disk viscosity alone.

1.3.2 Photoevaporation

Extreme ultraviolet (EUV, hν > 13.6 eV) photons irradiating the disk surface
can dissociate and ionize hydrogen molecules. An ionized atmosphere forms
above the disk surface with a temperature so high that the gas can escape
from the gravity of the central star. This is called photoevaporation of the
disk.

The central star or nearby OB stars can be sources of EUV photons. A
nearby (<0.3 pc) massive star emits strong EUV (and also far-UV) photons
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that evaporate the disk gas as observed in the Orion Nebula [8]. The EUV flux
from a solar-mass main-sequence star is not high enough to evaporate its disk
in 107 yr. When the star is young, however, the star has a high chromospheric
activity. Analysis of the UV emission lines suggests that classical T Tauri stars
emit 1041 − 1044 EUV photons per second, which is 103 − 106 times larger
than the present solar value [2]. The disk gas accreted onto the stellar surface
may also emit EUV photons as it becomes hot through accretion shock. In
this section, we consider photoevaporation by EUV photons emitted from the
central star.

Mass Loss Rate

The typical temperature of the gas ionized by EUV photons is 104 K [63],
and its thermal velocity is vi ∼ 10 km s−1. The ionized disk gas forms an
atmosphere above the disk surface if the ions are gravitationally bound by the
central star, i.e., if their thermal velocity is smaller than the escape velocity.
However, in the outer part of the disk, the thermal velocity is higher than the
escape velocity, and the ionized gas flows away from the disk. The gravitational
radius, outside which the ionized gas is unbound, is estimated as

rg =
GM

v2
i

= 8.9
(

M

1M�

)( vi

10 km s−1

)−2

AU . (1.21)

The “direct” EUV photons from the central star scarcely penetrate the
ionized disk atmosphere but are absorbed by the recombined hydrogen atoms
before reaching the disk surface. The disk surface is ionized by the “diffuse”
photons emitted from recombinations in the atmosphere (Fig. 1.1a). In the
flow region (r > rg), the number density of the escaping gas (hydrogen ions),
which is assumed to be constant with z, is determined by the balance between
ionization and recombination, and is approximately given by

nflow = ng

(
r

rg

)−β

, (1.22)

where the power-law index β is numerically estimated as 2.5 by Hollenbach
et al. [38]. The density at rg is roughly estimated by the ionization balance in
the Strömgren sphere of radius rg:

ng = Cflow,g

(
3Φi

4πα2r3
g

)1/2

, (1.23)

where Φi is the number of EUV photons emitted from the star per unit time,
α2 = 2.6× 10−13 cm3 s−1 is the recombination coefficient to all states except
the ground state, and Cflow,g is a coefficient of the order of unity. The total
mass loss rate from the disk is
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Fig. 1.1. Schematic illustration of disk photoevaporation. (a) Most of EUV photons
from the central star are absorbed by the ionized atmosphere inside the gravitational
radius rg. “Diffuse” photons emitted from the atmosphere ionize the disk surface.
The outflow occurs outside rg, and its flux decreases as r−5/2. (b) When the disk
is so massive that Ṁacc � Ṁw, the wind barely affects the disk evolution. (c) Once
Ṁacc becomes smaller than Ṁw, supply of the accreting gas to the inner disk inside
rg is cut off, and a gap opens. The inner disk still continues to accrete onto the star,
resulting in disappearance of the inner disk. (d) After clearing of the inner disk,
direct photons ionize the inner edge of the residual disk, accelerating evaporation of
the whole disk

Ṁw = 2mHvi

∫ rout

rg

2πrnflow dr ≈ 4π(β − 2)−1mHvingr
2
g , (1.24)

where mH is the mass of a hydrogen atom, and the factor 2 comes from the
upper and lower surfaces of the disk. If β > 2, most of the wind mass loss
originates in the neighborhood of rg, and thus Ṁw is determined by the density
ng at rg. Numerically,

Ṁw = 2.5 × 10−9Cflow,g

(
Φi

1041 s−1

)1/2 ( vi

10 km s−1

) ( rg

10 AU

)1/2

M� yr−1.

(1.25)

Gas Dispersal

Here we consider the evolution of a gas disk in which both viscous accretion
and photoevaporation play a role. We assume that the EUV photon flux Φi ∼
1041 is constant with time. (If the main source of EUV photons was the
accreting disk gas onto the star, the flux Φi should be weakened as the mass
accretion rate decreases, and consequently photoevaporation could not work
effectively [57, 68].)
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At an early stage, we assume that the disk is as massive as 10−2M� and
that the viscous accretion rate (∼ 10−8 M� yr−1) is larger than the wind
mass loss rate (∼10−9 M� yr−1). During this stage, the wind mass loss barely
affects the evolution of the disk (Fig. 1.1b). As viscous accretion proceeds, the
disk mass Mg decreases. The accretion rate Ṁacc also decreases with time, and
in 106−107 yr it becomes as small as the wind mass loss rate Ṁw. After that,
most of the accreting gas to rg does not penetrate inside rg but escapes as
evaporating wind. Consequently, a gap opens at rg, and the supply of the gas
to the inner disk is cut off. However, the inner disk still continues to viscously
accrete onto the star, and it disappears at a timescale ∼ r2

g/νvis ∼ 105−106 yr
(Fig. 1.1c; some of the gas at the outer part of the inner disk moves outward to
rg and evaporates). After clearing the inner disk (and the ionized atmosphere),
EUV photons begin to directly hit the inner edge of the disk (Fig. 1.1d). In this
clearing stage, the density of the evaporating gas is estimated by Alexander
et al. [3] as

nflow = nin

(
r

rin

)−β

, (1.26)

where the power-law index is numerically calculated as β = 2.42 and nin is the
density at the disk inner edge rin. The direct EUV photons ionize the surface of
the inner edge (area ∼ 4πrinhg). This ionization is balanced by recombination
in the ionized gas torus of the volume ∼4πrinh2

g (radius ∼2πrin, height ∼2hg,
and width ∼hg). The density of the ionized gas at rin is estimated as

nin = Cflow,in

(
Φi

4πα2r2
inhg

)1/2

, (1.27)

where the coefficient Cflow,in is on the order of unity. The total mass loss rate
in this stage is

Ṁw = 5.4 × 10−9Cflow,in

(
Φi

1041 s−1

)1/2 ( vi

10 km s−1

) ( rin

10 AU

)1/2

×
(

hg/rin

0.1

)−1/2

M� yr−1 . (1.28)

The dispersal timescale of the disk of radius r is estimated as

τw =
2πr2Σg

Ṁw

= 4.6 × 105C−1
flow,in

(
Σg(10 AU)
35 g cm−2

)(
Φi

1041 s−1

)−1/2 ( vi

10 km s−1

)−1

×
( r

10 AU

)3/2−p
(

hg/r

0.1

)1/2

yr . (1.29)

As discussed above, a major fraction of the initial disk mass is likely to have
accreted onto the star when the inner disk clearing starts. Even if the disk is
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as massive as the fiducial model (which has 0.02 M� inside 100 AU), the disk
inside 100 AU evaporates only in 106 yr. Therefore, once photoevaporation
begins to clear the disk (when the accretion rate becomes smaller than the
wind mass loss rate), the disk clearing proceeds rapidly (probably within
106 yr).

1.4 Dust Motion in the Gas Disk

Growth of the dust particles in protoplanetary disks occurs under the gas
environment, and the motion of the dust particles is greatly affected by gas
drag. In particular, the particle collisional velocities are determined by the
vertical or radial motions of the particles induced by gas drag. In this section,
we calculate the particle velocities induced by gas drag.

1.4.1 Gas Drag Force

Consider a spherical dust particle of radius s and bulk density ρp residing in
a gas of density ρg and a mean free path of the molecules lfree. If the particle
radius is much smaller than the mean free path; that is, if s � lfree, the gas
can be treated as free molecules. The gas drag force on a particle that moves
with relative velocity Δv to the gas is calculated by the Epstein drag law:

Fdrag =
4
3
πρgs

2vTΔv , (1.30)

where vT =
√

8kBT/(πmg) is the mean thermal speed. If s � lfree, however,
the gas behaves as a fluid. Under this regime, the drag law varies with the
Reynolds number,

Re =
2sΔv

νmol
. (1.31)

If Re � 1, the drag force is expressed by the Stokes law and is proportional
to the radius s, and if Re � 1, it is proportional to s2 [52]. The above drag
laws are expressed in a combined form,

Fdrag =
CD

2
πρgs

2Δv2 , (1.32)

where the drag coefficient CD is approximated as follows [82]. When s <
9lfree/4 (the Epstein regime), CD = 8vT/(3Δv). When s > 9lfree/4 (the Stokes
regime),

CD =

⎧⎨
⎩

24Re−1 Re ≤ 1
24Re−0.6 1 < Re ≤ 800
0.44 800 < Re

. (1.33)

The stopping time, τs = mpΔv/Fdrag, is the time in which a dust particle
of the relative speed Δv decelerates by gas drag, where mp = (4/3)πs3ρp is
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T

F

Fig. 1.2. The dimensionless stopping time Ts for dust particles of the sizes 1 μm,
1 mm, and 1 m. The values are calculated for the fiducial disk model described in
Sect. 1.2.2. For large distances in which the gas density is low, the Epstein drag law
is applied (shown by the solid lines). At high gas density regions, the Stokes drag law
is applied (shown by the dashed lines). Under the Stokes regime, the stopping time
depends on the relative velocity from the gas. In this figure, we assume Δv = ηvK/2.
The bends of the lines under the Stokes regime come from the different dependencies
of the drag coefficient on the Reynolds number in (1.33)

the particle mass. We define the dimensionless stopping time normalized to
the Keplerian time as

Ts =
mpΔv

Fdrag
ΩK . (1.34)

Figure 1.2 shows Ts for particles of various sizes in the fiducial disk. Under
the Epstein regime, Fdrag ∝ Δv and Ts is independent of Δv, i.e.,

Ts =
√

π

8
ρps

ρghg
for the Epstein regime , (1.35)

while under the Stokes regime, Ts depends on Δv. For the Stokes regimes in
Fig. 1.2, we simply set Δv = ηvK/2, which is the difference between the gas
velocity and the circular Keplerian velocity. This assumed value is appropriate
if the particle has a circular Keplerian orbit. As discussed below, if Ts of the
particle is much larger than unity, the orbit is nearly Keplerian (but may
not be circular). From Fig. 1.2, we see that Ts of 1 m rocks under the Stokes
regime is larger (but not much larger) than unity. Thus, the assumption,
Δv = ηvK/2, is (marginally) valid for circularly orbiting 1 m rocks. For 1 mm
particles, however, the actual stopping time and the relative velocity must
be calculated self-consistently. Figure 1.3 shows the dimensional values of
the stopping time τs = TsΩ−1

K and also shows T−1
s Ω−1

K , which represents the
sedimentation timescales (for Ts � 1) discussed in Sect. 1.4.2.

Behaviors of the dust particles under gas drag are categorized according
to the value of Ts. When Ts � 1, the particle motion is strongly controlled
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Fig. 1.3. The dimensional values of the stopping time τs = TsΩ
−1
K (solid lines) and

T−1
s Ω−1

K (dashed lines) are plotted for dust particles of the sizes 1 μm, 1 mm, and 1
m. The values are calculated for the fiducial disk model described in Sect. 1.2.2

by the gas. In the zeroth order of Ts, the particle has the same trajectory as
the gas. The particle orbits circularly on a plane parallel to the midplane of
the disk, and its velocity is vθ = (1 − η)1/2vK. Gas drag induces evolution
of the orbit through the first-order perturbation of Ts, and the orbital radius
r and distance from the midplane z varies with the time. When Ts � 1,
however, the particle motion is hardly affected by the gas. In the zeroth order
of T−1

s , the particle moves on a Keplerian orbit, which may be elliptical and
may cross the disk midplane with an inclination angle i. The orbital elements,
such as the semimajor axis a, the eccentricity e, and the inclination i evolve
through the first-order perturbation of T−1

s . In the intermediate cases, that
is, when Ts ∼ 1, the particle orbit is neither in corotation with the gas nor
Keplerian. As seen below, evolution of the particle orbit due to gas drag works
most effectively in such cases.

1.4.2 Particle Sedimentation

Dust particles sediment toward the midplane and consequently form a thin
dust layer. If no mechanism exists to inhibit sedimentation, the dust layer
becomes thinner until it spontaneously fragments by its self-gravity. We first
consider dust sedimentation in a laminar disk, and then discuss how gas tur-
bulence inhibits the sedimentation.

Sedimentation Timescale

The timescale of dust sedimentation in a laminar disk is calculated in the
following manner.

1. Ts � 1. The particle orbits circularly on a plane that is parallel to the
disk midplane, and this orbital plane (at a height z) moves toward the
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midplane. The vertical component of the central star’s gravity, Fg,z =
Ω2

Kmpz, accelerates the particle to the midplane. Experiencing gas drag,
the particle quickly (in the time τs = TsΩ−1

K ) reaches the terminal velocity
vz. From the balance between the gas drag force, Fdrag = mpvzΩKT−1

s ,
and the gravity, Fg,z, we obtain the terminal velocity

vz = TszΩK . (1.36)

The sedimentation timescale is

τsed =
z

vz
= T−1

s Ω−1
K , (1.37)

and its value for the fiducial disk is plotted as the dashed lines in Fig. 1.3.
The typical timescales of sedimentation at 1 AU is 106 yr for 1 μm particles
and 103 yr for 1 mm particles.

2. Ts � 1. The particle moves on a Keplerian orbit that has an orbital incli-
nation i to the disk midplane. The orbital inclination gradually dampens
due to gas drag. The damping rate is simply estimated by the stopping
time,

τsed =
i

|di/dt| ∼ TsΩ−1
K . (1.38)

(This estimate is valid only when 1 � i � e, η. See [1] for more detailed
calculation. Note also that if the relative velocity is determined by the
inclination, that is, if i � η, the assumption for plotting Fig. 1.3 under
the Stokes regime, Δv = ηvK/2, cannot be used.)

3. Ts ∼ 1. As expected from the substitution of Ts = 1 into (1.37) or (1.38),
the particle quickly sediments onto the midplane in a Kepler time Ω−1

K

(see [27] for more detailed discussion).
It takes 106 yr for the particles of size ∼ 1 μm to sediment out if they
do not grow larger. However, if particle growth is taken into account,
sedimentation is considerably accelerated. The particles of initial sizes
∼ 1 μm at 1 AU grow to ∼ 1 cm when they arrive at the midplane, as
discussed in Sect. 1.5.1, and the time taken for the sedimentation shortens
to 103 yr.

Gravitational Instability of the Dust Layer

If no mechanism exists to raise the dust particles, the dust layer becomes
thinner as sedimentation continues and its density increases. When the dust
density reaches the critical value, when the self-gravity exceeds the tidal force
of the central star, the dust layer begins to fragment to form planetesimals
through gravitational instability [28]. The critical density is on the order of
the Roche density, ρRoche = 3.5M/r3. (Linear stability analysis by Sekiya [71]
shows that gravitational instability occurs when the dust density exceeds 0.17
ρRoche.) The thickness of the dust layer for which the gravitational instability
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occurs is estimated as hd/r = r2Σd/(3.5M). The amount of solid material of
the disk, r2Σd, is estimated as ∼1M⊕ ∼3 × 10−6M� at 1 AU. Thus,

hd ∼ 10−6 × 1 AU ∼ 100 km. (1.39)

The thickness of the gas disk at 1 AU is hg ∼ 3× 10−2 AU. For gravitational
instability to occur, the dust layer must be 10−4 times thinner than the gas
disk and the dust density must be as large as ρd/ρg ∼ 100.

If some mechanisms such as gas turbulence or convection lift up the dust,
the density of the dust layer may not reach the critical value for gravitational
instability. A possible cause of gas turbulence is the Kelvin–Helmholtz insta-
bility at the boundary of the dust layer. When the density of the dust layer
exceeds the gas density, the gas inside the dust layer begins to be dragged
by the dust orbiting at the Keplerian velocity. Because the gas above the
dust layer still orbits at a sub-Keplerian velocity, a velocity difference appears
at the boundary of the dust layer, leading to turbulence due to the Kelvin–
Helmholtz instability [40, 41, 44, 73, 74].

Vertical Diffusion of the Dust by Turbulence

Turbulent motion of the gas stirs the dust particles and diffuses them into
the upper layer of the gas disk. Using a simple analogy of molecular diffusion
in laminar gas, we discuss the turbulent diffusion of the particles. Following
Cuzzi et al. [20], we assume that the dust flux by diffusion is proportional to
the gradient of the dust concentration ρd/ρg, i.e.,

F dif = −Ddρg∇
(

ρd

ρg

)
, (1.40)

where the diffusion coefficient,

Dd =
νvis

Sc
, (1.41)

is proportional to the turbulent viscosity. The nondimensional Schmidt num-
ber Sc describes the velocity dispersion of the particles induced by turbulence.
When the dust particles are small enough and are treated as passive particles,
Sc is on the order of unity; if the particles are large and decoupled from the
turbulent gas motion, Sc becomes infinity. Numerical simulations by Johansen
& Klahr [42] show that typical values of the Schmidt number are ∼1 for small
particles (Ts < 10−2).

Consider a steady dust layer in which the particle lift-up by turbulence is
balanced by sedimentation. The thickness of such a dust layer, hd, is estimated
as follows. The timescale of particle diffusion in the dust layer is

τdif = Sc
h2

d

νvis
. (1.42)
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In a steady state, this timescale becomes comparable to the sedimentation
timescale. Using (1.3), (1.13), (1.37), and (1.42), τsed = τdif results in the
estimate of the layer thickness

hd

hg
=

(
α

ScTs

)1/2

. (1.43)

For small particles (Ts � α/Sc), (1.43) may give hd/hg > 1. This means that
such small particles hardly sediment. If the whole disk is turbulent due to, for
example, the magneto-rotational instability, and the viscosity is as strong as
α = 10−2, only the particles that have Ts > α/Sc ∼ 10−2 can sediment. This
value of Ts corresponds to the size ∼ 1 cm at 1 AU.

We now consider how low the strength of turbulence must be for the
gravitational instability of the dust layer to occur. The density of the dust
layer is

ρd ∼ Σd

hd
∼ Σd

hg

(
α

ScTs

)−1/2

. (1.44)

The value of α must be quite small for the dust density to exceed the crit-
ical density, ρRoche, for the gravitational instability. Suppose that the dust
layer is mainly composed of 1 cm particles (Ts = 10−2), which is the expected
size at 1 AU after the particle growth during sedimentation (see Sect. 1.5.1).
Then, the viscosity must be as small as α < 10−11Sc. Turbulence induced
by the magneto-rotational instability generates largest eddy sizes similar to
the gas disk thickness [36, 69, 76]. This is much larger than the thickness
of the dust layer required for the gravitational instability (hd/hg ∼ 10−4),
leading to α as large as 10−2. Such a strong turbulence inhibits formation of
a sufficiently thin dust layer for gravitational instability. Turbulence induced
by the Kelvin–Helmholtz instability develops when the midplane dust den-
sity exceeds the gas density, and eddy sizes are similar to the thickness of
the dust layer (hd/hg ∼ 10−2; [44]). Turbulence from the Kelvin–Helmholtz
instability inhibits the dust layer from becoming thinner and keeps the mid-
plane dust density similar to the gas density, which is much smaller than
the critical density for gravitational instability. Therefore, turbulence seems
to suppress gravitational instability. However, Sekiya [72] argued that if the
initial dust-to-gas ratio of the disk is as large as ∼ 0.1, turbulence due to
Kelvin–Helmholtz instability cannot raise the dust sufficiently because of
the increased inertia of the dust layer, and then the midplane dust density
reaches the critical density. In addition, recent numerical simulations have
shown that although turbulence suppresses the increase in the average den-
sity of the dust layer, it also forms dust clumps whose densities are much
higher (by a factor of ∼ 100) than the average [26, 42, 44]. Further studies
are needed to determine if such dense dust clumps collapse gravitationally to
form planetesimals.
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1.4.3 Radial Infall Toward the Star

The disk gas usually has an outward pressure gradient and orbits with a sub-
Keplerian velocity, as seen in (1.6). The dust particles do not experience the
pressure gradient force and they tend to orbit with the Keplerian velocity, i.e.,
faster than the gas. Consequently, due to gas drag in the azimuthal direction,
the particles lose their angular momentum and fall toward the central star.
The radial velocity of the particles is easily estimated for two limiting cases
of Ts � 1 and Ts � 1 [82].

1. Ts � 1. Due to strong gas drag, the particle orbits with almost the same
azimuthal velocity as the gas, vθ = (1 − η)1/2vK. For such a particle,
the gravity is stronger than the centrifugal force and the residual gravity,
Fr = ηmprΩ2

K, accelerates the particle toward the star. This acceleration
is balanced by the gas drag force in the r-direction, Fdrag = mpvrΩKT−1

s ,
when the particle reaches the terminal velocity,

vr = TsηvK . (1.45)

2. Ts � 1. The particle orbits with the Keplerian velocity, and the ve-
locity difference from the gas is vK − vg,θ ≈ ηvK/2 (for a circular or-
bit). The angular momentum loss of the particle due to gas drag is
dH/dt = ηmprvKΩKT−1

s /2. The particle orbit gradually shrinks with
the radial velocity

vr =
2

mpvK

dH

dt
= T−1

s ηvK . (1.46)

3. Ts ∼ 1. As expected from (1.45) and (1.46), vr ∼ ηvK when Ts ∼ 1.
Detailed calculations show that vr = ηvK/2 for Ts = 1 [1, 58, 77].

The timescale of the radial infall is

τinfall =
r

vr
=

{
T−1

s η−1Ω−1
K for Ts � 1

Tsη
−1Ω−1

K for Ts � 1
. (1.47)

As seen from the comparison to (1.37) and (1.38), the radial infall timescale is
η−1 ∼ 103 times longer than the sedimentation timescale. Hence, the particles
settle on the midplane first, and then move toward the star. Let us derive the
altitude at which the radial velocity of the particle becomes larger than the
vertical velocity. For a particle of Ts < 1, the vertical velocity is vz = TszΩK,
and the radial velocity is TsηvK. Thus, vr = vz occurs when the particle arrives
at

zr = ηr . (1.48)

For particles of Ts > 1, a similar conclusion can be obtained.
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Radial Infall During Gas Dispersal

The particles have the maximum infall speed when their stopping time is
comparable to the Kepler time (Ts = 1). The timescale of the fastest infall
is 2η−1Ω−1

K and is only 103 yr at 1 AU. In the fiducial disk, meter-sized
particles have the maximum infall speed. Thus, the dust distribution in the
disk is expected to quickly change compared to the disk lifetime (106−107 yr),
unless most of the dust mass resides either in the size ranges much smaller or
much larger than 1 m. As the disk gas dissipates, gas drag becomes weaker,
and when the gas density becomes low enough, the orbital evolution of the
dust due to gas drag becomes negligible. We estimate how low the gas density
must be for that to occur. In the gas disk, which is more tenuous than the
fiducial disk, the gas drag is described by the Epstein law. From (1.4) and
(1.35), the stopping time follows as Ts = πρps/(2Σg). From Ts = 1, the size of
the particles that have the maximum infall speed is s = 2Σg/(πρp). When the
disk is as massive as the fiducial model, the surface density of the gas disk at 1
AU is Σg = 3× 102 g cm−2, and meter-sized bodies have the maximum infall
velocity. As the gas dissipates, this size decreases, and when the gas density
becomes 10−6 times smaller, 1 μm particles have the maximum velocity. In
such tenuous gas disks, gas drag does not change the orbits of particles much
larger than 1 μm, but micrometer-sized particles are still rapidly infalling. Note
that the maximum infall velocity, ηvK/2, is independent of the gas density.
Thus, even in disks 10−6 times more tenuous than the fiducial disk, that is,
in disks of the masses 10−8M� ∼ 10−2M⊕, the gas drag still has some effects
on the dust evolution.

1.5 Dust Growth

As discussed in the previous section, the particles first settle on the midplane,
and then migrate radially. We consider particle growth during sedimentation,
and show that the particles grow to pebble sizes (∼ 1 cm) by the time they
arrive at the midplane. Particle growth after that is not well understood.
Two possible paths may be involved in forming planetesimal-sized bodies.
One possibility is that planetesimals form through gravitational instability
in the thin dust layer, as discussed in Sect. 1.4.2. The other possibility is
that collisional growth continues and planetesimals form before they migrate
radially for large distances by gas drag. In Sect. 1.5.3, we discuss how large
the dust bodies can grow during radial infall.

1.5.1 Growth During Sedimentation

Consider a dust particle that collides with other particles and sticks to them.
Let the mean collisional velocity be vcol, and the collisional cross section be
πs2. (This expression is for cases in which the particle collides mainly with
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particles of much smaller sizes. If the collision is with a similar-sized particle,
the cross-section is π(2s)2, but we neglect the factor 4 difference for simplicity.)
The equation for the time evolution of the particle mass is

dmp

dt
= Cstkπs2ρdvcol , (1.49)

where Cstk is the probability of sticking. We further assume that the dust
particle is compact and the bulk density ρp does not change during its growth.
Then, (1.49) becomes

ds

dt
=

Cstkρdvcol

4ρp
. (1.50)

During sedimentation, the mean collision velocity is determined by the
difference in the sedimentation velocity or by the Brownian motion. Due to
Brownian motion, the collision velocity of a particle of mass mp colliding
with the smallest particle (of the assumed size s0 = 0.1 μm and the mass
m0 = 4 × 10−15 g) is

vB =

√
8kBT (mp + m0)

πmpm0
≈ vT

√
mg

m0
≈ 3 × 10−5vT , (1.51)

where the velocity is determined by the smallest mass m0. The collision ve-
locity due to sedimentation is approximately the vertical speed of the larger
particle, vz =

√
π/8Ts(z/hg)vT. Thus, for particles of Ts > 3 × 10−5, unless

the particle is close to the neighborhood of the midplane (z � hg), the colli-
sion velocity is determined by the sedimentation velocity. In the subsequent
discussion, we neglect Brownian motion. Substitution of vcol = |vz| = |dz/dt|
into (1.50) gives

ds

dz
= −Cstkρd

4ρp
, (1.52)

for z ≥ 0. This equation is easily integrated. Suppose that a particle of the
initial size s0 starts sedimentation and growth from a high altitude. When the
particle arrives at the midplane, its size becomes

s1 = s0 +
CstkΣd

8ρp
≈ 1.25Cstk

(
Σd

10 g cm−2

)(
ρp

1 g cm−3

)−1

cm . (1.53)

At 1 AU in the fiducial disk, particles of ρp = 1 g cm−3 and Cstk = 1 grow to
1 cm at the midplane. This final size after sedimentation does not depend on
the drag law, as long as the collision velocity is given by the sedimentation
velocity. The timescale of growth, however, does depend on the drag law.

Next, we estimate the growth timescale. When the particle is small enough
and the drag law is under the Epstein regime, the growth timescale is calcu-
lated from (1.3), (1.35), (1.36), and (1.50) as
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τgrow,E ≡ s

ds/dt
=

8
√

2f−1
dust√

πCstk

(
z

hg

)−1

Ω−1
K , (1.54)

where the dust-to-gas ratio fdust = ρd/ρg is the ratio of the local densities
of dust and gas. The value of fdust can increase from the interstellar value
∼ 10−2 due to sedimentation. Note that the growth timescale is independent
of the particle size s. It is only ∼100 orbital time for the particles of Cstk = 1
and fdust = 10−2 at a high altitude (z ∼ hg). Thus, the dust growth is a
rapid process, unless the sticking probability is too small. When the particle
size has become larger than the mean free path of the gas molecules, gas drag
obeys the Stokes law. Under the Stokes regime (and if Re < 1), the gas drag
force increases only linearly with the size s, while under the Epstein regime it
increases as Fdrag ∝ s2. This means that when the particle enters the Stokes
regime, the terminal sedimentation velocity increases more rapidly with size.
As the particle grows, the sedimentation is accelerated, and consequently the
growth timescale (for Re < 1) is also reduced as

τgrow,S =
(

s

9lfree/4

)−1

τgrow,E . (1.55)

Using the above timescales, we estimate the time required for a particle to
grow from an initial size s0 to s1. If the final size s1 is smaller than the
mean free path of the gas, growth occurs only under the Epstein regime.
Approximating, z ≈ hg and ignoring increase in fdust due to sedimentation,
the growth time is, from (1.54),

τgrow,sed = τgrow,E log
s1

s0
. (1.56)

(For the exact calculation, taking into account, the time dependence of z, see
[58].) If the final size s1 is larger than 9lfree/4, then the growth time is (again
with the approximation z ≈ hg),

τgrow,sed = τgrow,E

[
log

9lfree/4
s0

+
(

1 − 9lfree/4
s1

)]
, (1.57)

where the first term is the time for the growth to s = 9lfree/4 (under the
Epstein regime) and the second term is the time for further growth to s1

(under the Stokes regime). Because in the Stokes regime growth accelerates
as the size increases, the growth time under this regime is at most τgrow,E

and is a factor log(4s0/9lfree) times smaller than the growth time under the
Epstein regime. Summarizing the above estimates, the growth time during
sedimentation is

τgrow,sed ≈ τgrow,E log
min(s1, 9lfree/4)

s0
. (1.58)

At 1 AU in the fiducial disk, where fdust = 10−2 and s1 ∼ lfree ∼ 1 cm, a
particle of 0.1 μm grows to 1 cm in τgrow,sed ∼ C−1

stk1.2 × 103 yr.
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1.5.2 Growth of Dust Aggregates

We have so far considered compact dust particles, whose bulk densities do not
change during growth. In realistic collisions, however, the resulting products
are probably not compact particles, but aggregates in which small particles
combine weakly to form a particle cluster with a large porosity. When collisions
occur between small aggregates at slow velocities, they result in sticking of
the aggregates without restructuring or destroying their internal structures.
When the colliding aggregates are large or the collision velocity is high, the
structure of the resulting aggregates are modified and probably compressed
[21]. After a series of such compressions, the aggregates may become compact.

An aggregate is modeled as a cluster of monomers of mass m0 and size s0.
The total mass of the aggregate is expressed by

mp = m0

(
s

s0

)D

, (1.59)

where s is the effective size of the aggregate (for the definition of s see [45]).
The fractal dimensions D have been measured by numerical and experimental
simulations of aggregate formation. If the aggregate forms through collisions
between a cluster and a much smaller particle, that is, through particle-cluster
aggregation (PCA), the fractal dimension is close to D = 3 [62]. In contrast,
a cluster–cluster aggregation (CCA), which is a collision between two similar-
sized aggregates, produces much smaller fractal dimensions of D = 1.4–1.8
[45, 50, 65].

Consider sedimentation of aggregates of the fractal dimensions D < 2
(CCA-like clusters). First, suppose that the aggregate is small (Ts � 1) and it
is under the Epstein regime. The cross-sectional area of the aggregate is nearly
proportional to the mass (or to the number of monomers). This is because for
D < 2, only a few constituent monomers are hidden by others [45]. Under the
Epstein regime, the drag force is proportional to the cross-sectional area, i.e.,
to the mass for D < 2. Thus, the stopping time, Ts ∝ mp/Fdrag, does not vary
with the aggregate mass. The sedimentation velocity, given by vz = TszΩK, is
also independent of the mass; that is, growth of the aggregate does not accel-
erate sedimentation. The aggregate keeps the slow sedimentation velocity that
it had as a monomer. Therefore, the aggregate barely settles on the midplane.
When collisional compression or PCA-like growth increases its fractal dimen-
sion greater than 2, some monomers inside the aggregate begin to be hidden
by other monomers. The cross-sectional area increases more slowly than the
mass as the aggregate grows, and consequently, the sedimentation velocity ac-
celerates. If the fractal dimension continues to be smaller than 2, the aggregate
probably stays at a high altitude until it grows as large as the mean free path
of the gas molecules, lfree. When the aggregate reaches a size corresponding to
the Stokes regime, the drag force weakens compared to the Epstein drag (and
is proportional to the size for Re < 1). Thereafter the sedimentation velocity
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accelerates as the aggregate grows. Therefore, rapid sedimentation of aggre-
gates is delayed until the aggregates have either been compressed sufficiently
or have become as large as lfree. During this initial growth of the aggregates
without settling, the bulk density ρp decreases (ρp ∝ sD−3). Thus, the final
radii of the aggregates when they arrive at the midplane, given by (1.53),
can be much larger than the estimates for the compact particles. To calculate
the final size and growth timescale, we need to develop a coagulation model
that accounts for the collisional compression of aggregates as well as for the
evolution of the bulk density [61].

1.5.3 Growth During Radial Infall

Growth to Ts = 1

After a particle has settled on the midplane and it has become a body as
large as a pebble (∼ 1 cm), it moves inward toward the central star. When
the body arrives at the altitude zr, given by (1.48), its radial velocity exceeds
its vertical velocity. At this point, the body has probably not grown large
enough for its stopping time Ts to become larger than unity, unless its bulk
density ρp is extremely low (see (1.53)). As the body falls toward the star, it
collides with other smaller particles because of the difference in their radial
velocities. The collision velocity is approximated by the radial velocity of the
body, i.e., vcol = |vr| = TsηvK. As the body grows, the stopping time Ts

increases (toward unity) and the radial velocity also accelerates. Acceleration
of radial infall continues until the stopping time exceeds unity, or until the
body enters the dust-dominant layer where the dust-to-gas ratio is larger than
unity and the gas drag is weakened. After that, the infall begins to decelerate
and finally stops. For falling bodies to grow to planetesimal sizes, they must
exceed the size for which Ts = 1 or they have to enter the dust-dominant layer
before they fall onto the star.

We consider first whether the bodies can grow to the size for which Ts = 1.
Suppose that a body of the initial size s1 starts infall from the distance r1.
Substituting vcol = |vr| into (1.50), integration with r gives the body size at
r2 as

s2 = s1 +
Cstk

4ρp

∫ r1

r2

ρd dr . (1.60)

This integration is evaluated at r2, if ρd decreases more steeply than r−1. We
approximate the integration by ρdr2, and then

s2 ∼ Cstkρdr2

4ρp
∼ 4Cstk

(
ρd

10−12 g cm−3

) (
ρp

1 g cm−3

)−1 ( r2

1 AU

)
cm .

(1.61)

The bodies are expected to grow to several centimeters at 1 AU if we take the
fiducial value (ρd = 10−12 g cm−3) for the dust density, that is, if we do not
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take into account density enhancements due to dust sedimentation or due to
other mechanisms. For larger distances from the star, the body size is smaller,
if ρd decreases steeper than r−1.

Sedimentation enhances the dust density ρd. If the density enhancement
is large enough, then the body can grow larger than the size for which Ts = 1
and the infall stops. Consider the body that falls to r2 and its size becomes s2

given by (1.61). Then derive the condition for its Ts to be larger than unity
in the cases when the Epstein drag law is relevant (i.e., at a sufficiently low
gas density; r ≥ several AU). From (1.35) and (1.61), the stopping time of
the body of the size s2 is given by

Ts =
√

πCstkρdr2

8
√

2ρghg

. (1.62)

The condition for Ts > 1 is satisfied if the dust-to-gas ratio increases to

ρd

ρg
> 8

√
2
π

C−1
stk

hg

r
. (1.63)

Because hg/r ∼ 0.1, the dust-to-gas ratio has to be close to unity even for
perfect sticking (Cstk = 1). This means, however, that the body must be inside
a dust-dominant region. In such a place, the gas is dragged by the Keplerian
rotating dust, and the gas drag force per dust particle is weakened.

We consider next the other possibility that the infall stops in the dust-
dominant layer. When the dust layer becomes so thin that the dust density
exceeds the gas density, the gas is dragged by the dust and orbits with a
nearly Keplerian velocity. Consequently, gas drag cannot effectively induce
radial infall of the dust. Calculation of Nakagawa et al. [58] showed that in the
dust-dominant layer, the dust bodies hardly migrate in the radial direction,
but continue settling until they induce gravitational fragmentation of the dust
layer. We estimate how long the bodies migrate in the radial direction before
entering the dust-dominant layer. The half-thickness of the dust-dominant
layer must be smaller than zd = fdusthg, where fdust ∼ 0.01 is the initial
dust-to-gas ratio. Consider a body that starts its settling and infall from
(r0, z0). We assume that the settling body enters the dust-dominant layer
when it arrives at zd. This means that by the time the typical body arrives
at zd, most of the dust mass also has sedimented below zd [59]. From (1.36)
and (1.45), the trajectory of the body before arriving at zd is described by

dr

dz
=

ηr

z
= η0

(
r

r0

)a
r

z
, (1.64)

where we substitute η = η0(r/r0)a and a = 1− q. Integration of this equation
shows that when the body sediments from z0 to zd, it migrates in the radial
direction for a distance

Δr ≈ η0 log
(

zd

z0

)
r0 . (1.65)
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Radial migration before entering the dust-dominant layer is as short as Δr ∼
10−2r0. Thus, the body hardly migrates in the radial direction, although its
size is only ∼10 cm at 1 AU when it enters the dust-dominant layer [58, 59].

When the thin dust layer begins to orbit with Keplerian speed, the gas
outside the layer, which rotates with a sub-Keplerian velocity, may exert a
negative torque on the layer, leading to inward migration of the layer [29, 84].
If this inward motion of the layer is too fast, we still have the problem that the
dust bodies inside the layer cannot survive. Calculations of the torque exerted
on the dust layer by the upper layer of the gas have been performed by Youdin
& Chiang [88] and Weidenschilling [86], assuming that all the particles in the
dust layer are the same size. They showed that when the Kelvin–Helmholtz
instability at the layer boundary sets in, turbulence effectively transfers angu-
lar momentum from the dust layer to the upper gas. Consequently, the inward
velocity of the dust layer approaches the value that an individual particle of
the same size in the sub-Keplerian (unaffected by the dust) gas flow has. This
means that even a dense dust layer cannot protect bodies inside from the
infall. Their calculations assume single-sized particles, however, and it is still
unclear if larger bodies in the layer can avoid rapid infall and settle on the
midplane as proposed by Nakagawa et al. [58]. In the following discussion, we
assume that some bodies manage to grow to the size for which Ts = 1.

Growth After Ts > 1

When Ts of the body exceeds unity, the infall speed decelerates as the body
grows. Numerical simulation by Weidenschilling [85] suggests that further
growth proceeds by catching smaller particles that are still moving inward.
The maximum collision velocity between the body and the swallowed small
particles is ηvK/2. If the body acquires mainly small particles of Ts < 1, the
collision velocity arises from the velocity difference in the azimuthal direction,
because the body (Ts > 1) orbits with the Keplerian velocity, while the small
particles (Ts < 1) co-orbit with the gas (i.e., with a sub-Keplerian velocity).
The gas velocity at the midplane may be a nearly Keplerian velocity if the
midplane dust density is so enhanced that it exceeds the gas density. Thus,
the collision velocity is almost ηvK/2. On the other hand, if the body absorbs
mainly particles of Ts > 1, the collision velocity results from the velocity dif-
ference in the radial direction. In this case, the maximum collision velocity is
also ηvK/2. Let us estimate the timescale of forming planetesimal-sized ob-
jects. We assume that the supply of small particles continues and the collision
velocity is vcol = ηvK/2. The timescale for forming kilometer-sized objects is

τgrow ∼ 9 × 104C−1
stk

( η

10−3

)−1
(

ρd

10−10 g cm−3

)−1 (
ρp

1 g cm−3

)

×
( s

1 km

) ( r

1 AU

)1/2

yr , (1.66)
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where we take a reference value of the dust density ρd = 10−10g cm−3, because
dust sedimentation increases the dust density. Note that this timescale should
be considered as a lower limit because we assume the maximum collisional
velocity ηvK/2.

1.5.4 Growth in Turbulent Disks

Turbulent gas motion in the disk induces random velocities of the dust parti-
cles, and may accelerate particle growth. The mean relative velocities of two
particles in isotropic turbulence with the Kolmogorov energy spectrum have
been calculated in several studies [19, 56, 60, 81, 83]. Consider two particles
in the turbulence. The larger and smaller particles have the dimensionless
stopping times of Ts,1 and Ts,2, respectively. Let the dimensionless turnover
times of the largest eddy and smallest eddy be TL and Ti, respectively. The
approximate expression of the relative velocity is

vrel =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

vg
Ts,1 − Ts,2√

TiTL
for Ts,1 < Ti

1.7vg

√
Ts,1

TL
for Ti < Ts,1 <TL and Ts,2 � Ts,1

vg

(
1

1 + Ts,1/TL
+

1

1 + Ts,2/TL

)1/2

for TL < Ts,1

,

(1.67)

where vg is the velocity dispersion of the gas. (Note that the second expression
is valid only for Ts,2 � Ts,1, see [60] for details.) If the relative velocity due to
turbulence is larger than that due to sedimentation or radial drift, turbulence
can accelerate particle growth. For particles of Ti < Ts,1 < TL, the relative
velocity vrel due to turbulence decreases with decreasing Ts,1 as vrel ∝ T

1/2
s,1 ,

while the relative velocity due to sedimentation or radial drift decreases more
steeply (vrel ∝ Ts,1). Thus, collision velocities between small particles are
probably determined by turbulent motion. For particles of Ts,1 ∼ 1, the con-
tribution of sedimentation or radial drift becomes great. The maximum rel-
ative velocity due to turbulence is vrel = vg, which is for collisions between
a large particle (Ts,1 > TL) and a small particle (Ts,2 < TL). However, when
Ts,1 = 1, the radial velocity reaches its maximum, vr,max = ηvK/2 ∼ (hg/r)cs.
(The sedimentation velocity is smaller than vr for particles that have set-
tled onto the midplane, i.e., z < zr.) Thus, for particles of Ts,1 = 1, the
radial velocity may possibly determine the collision velocity. For the turbu-
lent motion of Ts ∼ 1 particles to accelerate their growth, vg must be larger
than vr,max. (We assume TL ≤ 1.) Because η ∼ (hg/r)2, this means that
vg > (hg/r)cs ∼ 0.1cs. However, the turbulent velocity is usually much smaller
than the sound speed. Hence, the acceleration of particle growth for Ts ∼ 1 is
probably not important.

Turbulence may accelerate particle growth by trapping particles and pro-
ducing high dust densities. Barge & Sommeria [9] and Tanga et al. [79] showed
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that particles accumulate in long-lived vortices. In an anticyclonic vortex, the
Coriolis force is directed toward the vortex center, and the dust particles,
which are not supported by the gas pressure, move toward the vortex center.
Klahr & Henning [48] also proposed that in large eddies, particles concentrate
at the point where the centrifugal force due to the eddy motion balances with
the vertical component of the central star’s gravity. Recent numerical simu-
lations have shown that dust clumps form in turbulent gas disks and that in
some cases, the dust densities increase by a factor ∼100 [26, 42, 44]. In such
dust concentrations, it is expected that particle growth is accelerated.

Several other mechanisms that enhance the particle density have also been
proposed. The particles migrate radially in the opposite direction of the gas
pressure gradient. Thus, if a place exists in the gas disk where the pressure
has a local maximum (with regard to r), the particles would accumulate there
[31, 32]. Even though no pressure maximum exists, the inwardly migrating
particles may cause “traffic jams” if the radial flux |2πrΣdvr| increases with
r [88, 91]. Once the particle density starts to increase at some locations, the
increased back reaction of the dust on the gas modifies the gas orbital speed
and decelerates the inward particle drift. Consequently, these dense parts catch
faster drifting particles from larger radii and become denser, leading to a pos-
itive feedback for density enhancement [29]. Recently, it was also shown that
the relative motion of the dust and the gas cause streaming instability that
can trigger the formation of dust clumps [43, 89, 90]. Such dust accumulation
mechanisms may play an important role in planetesimal formation.

1.6 Conclusions

We discussed dispersal of the disk gas due to viscous accretion and photoevap-
oration. Photoevaporation seems to be a plausible mechanism for gas removal,
provided that the central star emits enough ionizing photons. It is not well
known, however, whether the pre-main-sequence stars continue to emit enough
photons during the gas dispersal. Studies on the origin and magnitude of the
ionizing photons are essential, and the timing of gas removal may determine
the mass of gas giant planets. Numerical simulations showed that gas giant
planets continue to swallow the disk gas even after the planets open gaps
around their orbits in the gas disk [10, 55]. Thus, the masses of giant planets
are thought to be determined by the time the disk gas disappears [49]. In the
theory of planet formation, the lifetime of the gas is an important unknown
parameter, and we need further theoretical and observational studies on gas
removal from protoplanetary disks.

How the planetesimals form is another major question in planet formation
theory. We do not know through which path the planetesimals form, whether
via gravitational instability or collisional growth. For the initial growth of
the dust during sedimentation, a large uncertainty exists about the internal
structure and porosity of the dust aggregates. If dust growth occurs through



28 T. Takeuchi

cluster–cluster aggregation, the bulk densities of the dust aggregates decrease
with their growth. Consequently, the sizes of the aggregates when they have
settled on the midplane can be much larger than those in the case of com-
pact particles [(1.53)]. The settled dust bodies form a thin dust layer at the
midplane. The dynamics of the dust bodies in the dust layer are also not
well understood. When the density of the dust layer exceeds that of the gas,
the dust layer begins to orbit faster than the gas above and beneath it, and
turbulence due to Kelvin–Helmholtz instability develops. We do not under-
stand well, how the dust bodies respond to the turbulent motion of the gas.
For example, it is not clear whether the dust particles are completely stirred
and mixed in the dust layer, or whether some large particles can continue
to sediment toward the midplane. Dust concentration is an important topic
because an increase in the dust density accelerates collisional growth and may
also trigger gravitational instability. Several mechanisms underlying the for-
mation of dust concentration, such as traffic jams, anticyclonic vortices, and
streaming instability, have been proposed, and it is important to investigate
the density of the concentrations induced by these mechanisms. Gravitational
instability and Kelvin–Helmholtz instability of the dust layer require further
investigation, taking into account different responses of the dust to the gas as
a function of the particle size. In this chapter, we treat the sticking parameter
Cstk as an unknown parameter. It is important to know Cstk as a function
of the particle size and of the collisional velocity. For particles of Ts = 1,
the collisional velocity due to the difference in the radial velocity can be as
large as 100 m s−1 (at 1 AU). It is not known whether such high velocity
collisions result in sticking or destruction (see [87] for collision experiments).
These questions must be addressed to elucidate how the planetesimals form.
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Appendix: List of Symbols

CD drag coefficient
Cflow,g, Cflow,in coefficients of the escaping gas densities at rg and rin

Cstk sticking probability
cs sound speed
D fractal dimension
Dd diffusion coefficient
e eccentricity
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Fdif mass flux due to diffusion
Fdrag gas drag force
Fg,z vertical component of the gravity
fdust dust-to-gas ratio
G gravitational constant
hd thickness of the dust layer
hg scale height of the gas disk
H angular momentum
i inclination
kB Boltzmann constant
L stellar luminosity
Lacc accretion luminosity
lfree mean free path of gas molecules
M stellar mass
Ṁacc mass accretion rate
Ṁw wind mass loss rate
Mg disk mass inside 100 AU
m0 monomer mass
mg mass of a gas molecule
mH mass of a hydrogen atom
mp particle mass
nflow number density of the escaping gas
ng, nin number densities of the escaping gas at rg and rin

P gas pressure
p power-law index of the gas density profile
q power-law index of the gas temperature profile
R∗ stellar radius
Re Reynolds number
rg gravitational radius
rin, rout disk inner and outer radii
Sc Schmidt number
s particle radius
s0 monomer radius
s1 particle radius when sedimentation have finished
s2 particle radius during radial drift
T gas temperature
Teff effective temperature of the star
Ti,TL sizes of the smallest and largest eddies
Ts dimensionless stopping time
vB relative velocity due to Brownian motion
vcol collision velocity
vg velocity dispersion of the gas
vg,r, vg,θ velocity of the gas
vi thermal velocity of the ionized gas
vK Keplerian velocity
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vr, vθ, vz particle velocity
vrel relative velocity
vT mean thermal velocity
zd thickness of the dust layer when ρd = ρg

zr height where vr = vz

α viscosity parameter
α2 recombination coefficient
β power-law index of the escaping gas density profile
γ power-law index of the viscosity profile
Δv relative velocity between the dust and the gas
η deviation factor from the Keplerian speed
νmol molecular kinematic viscosity
νvis turbulent kinematic viscosity
ρd dust density
ρg gas density
ρg,mid gas density at the midplane
ρp particle bulk density
ρRoche Roche density
Σd dust surface density
Σg gas surface density
σmol collisional cross section of hydrogen molecules
σSB Stefan–Boltzmann constant
τdif timescale of viscous diffusion in the vertical direction
τgrow growth timescale
τgrow,E growth timescale under the Epstein regime
τgrow,S growth timescale under the Stokes regime
τgrow,sed growth timescale during sedimentation
τinfall infall timescale
τs stopping time
τsed sedimentation timescale
τvis timescale of viscous diffusion in the radial direction
τw wind mass loss timescale
Φi number of EUV photons emitted from the star per unit time
Ωg angular velocity of the gas
ΩK Keplerian angular velocity
subscript 0 evaluated at the reference distance r0 (except for s0 and m0)
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Abstract The number of stars that are known to have debris disks is greater than
that of stars known to harbor planets. These disks are detected because dust is
created in the destruction of planetesimals in the disks much in the same way that
dust is produced in the asteroid belt and Kuiper belt in the solar system. For the
nearest stars, the structure of their debris disks can be directly imaged, showing
a wide variety of both axisymmetric and asymmetric structures. A successful in-
terpretation of these images requires a knowledge of the dynamics of small bodies
in planetary systems, since this allows the observed dust distribution to be decon-
volved to provide information on the distribution of larger objects, such as plan-
etesimals and planets. This chapter reviews the structures seen in debris disks, and
describes a disk-dynamical theory which can be used to interpret those observations.
In this way much of the observed structures, both axisymmetric and asymmetric,
can be explained by a model in which the dust is produced in a planetesimal belt
which is perturbed by a nearby, as yet unseen, planet. While the planet predictions
still require confirmation, it is clear that debris disks have the potential to pro-
vide unique information about the structure of extrasolar planetary systems, since
they can tell us about planets analogous to Neptune and even the Earth. Signif-
icant failings of the model at present are its inability to predict the quantity of
small grains in a system, and to explain the origin of the transient dust seen in
some systems. Given the complexity of planetary system dynamics and how that is
readily reflected in the structure of a debris disk, it seems inevitable that the study
of debris disks will play a vital role in our understanding of extrasolar planetary
systems.

2.1 Introduction

Planetary systems are not just made up of planets, but are also composed of
numerous small bodies ranging from asteroids and comets as large as 1000
km down to sub-micrometer-sized dust grains. In the solar system, the aster-
oids and comets are confined to relatively narrow rings known as the aster-
oid belt and the Kuiper belt (see chapters by Nakamura and Jewitt). These
belts are the source of the majority of the smaller objects seen in the solar
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system, since such objects are inevitably created in collisions between ob-
jects within the belts (see chapter by Michel). Sublimation of comets as they
are heated on approach to the Sun is another source of dust in the solar
system.

It is known that extrasolar systems also host belts of planetesimals (a
generic name for comets and asteroids) that are similar to our own asteroid
belt and Kuiper belt. These were first discovered using far-IR observations of
nearby stars, which showed excess emission above that expected to come from
the stellar photosphere [5]. This emission comes from dust that is heated by the
star and which reradiates that energy in the thermal infrared, at temperatures
between 40 and 200 K, depending on the distance of the dust from the star.
The lifetime of the dust is inferred to be short compared with the age of the
star, and so it is concluded that the dust cannot be a remnant of the proto-
planetary disk that formed with the star (see chapter by Takeuchi), rather
it must originate in planetesimal belts much in the same way that dust is
created in the solar system [7].

Over 300 main-sequence stars are now known with this type of excess
emission [10, 50, 74], and such objects are known either as Vega-like (after
the first star discovered to have this excess) or as debris disks. Statistical stud-
ies have shown that ∼ 15% of normal main-sequence stars have debris disks,
although it should be stressed that the disks which can be detected with
current technology have greater quantities of dust than is currently present
in the solar system by a factor of at least 10 [25]. Nevertheless, this indi-
cates that debris disks are common, more common in fact that extrasolar
planets which are found around ∼6% of stars [18]. Studying these disks pro-
vides a unique insight into the structure of the planetary systems of other
stars. Indeed, the nearest and brightest debris disks can be imaged, and such
studies have provided the first images of nearby planetary systems. These
images reveal the distribution of dust in the systems, which can in turn be
used to infer the distribution of parent planetesimals, and also the archi-
tecture of the underlying planetary system. However, to do so requires an
understanding of both the mechanism by which dust is produced in planetes-
imal belts and its consequent dynamical evolution, as well as of the dynam-
ical interaction between planets and planetesimals and between planets and
dust.

This chapter reviews our knowledge of debris disks from observations
(Sect. 2.2) and describes a simple model for planetesimal belt evolution which
explains what we see (Sect. 2.3), as well as how the detailed interaction be-
tween planets and planetesimals imposes structure on that planetesimal belt
(Sect. 2.4), and how those perturbations translate into structures seen in the
dust distribution (Sect. 2.5). Conclusions, including what has been learned
about the planetary systems of nearby stars from studying these disks, are
given in Sect. 2.6.
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2.2 Observed Debris Disk Structures

The debris disks with well-resolved structure are summarized in Table 2.1.1

There are two types of debris disk structure: axisymmetric structure (i.e., dust
or planetesimal surface density as a function of distance from the star) and
asymmetric structure (i.e., how that surface density varies as a function of
azimuth). I will deal with each of these in turn.

Table 2.1. Summary of observed properties of debris disks the structure of which
has been significantly resolved at one wavelength or more. Asymmetries are identi-
fied as: W:Warp, C:Clump, S:Spiral, B:Brightness asymmetry, O:Offset, H:Hot dust
component, N:No discernible asymmetry

Name Sp type Age, Myr r, AU i, ◦ f = Lir/L� Asymm. Ref.

HD141569 B9.5e 5 34–1200 35 84 × 10−4 S [12, 17]
HR4796 A0V 8 60–80 17 50 × 10−4 B [67, 76]

β Pictoris A5V 12 10–1835 ∼3 26 × 10−4 WC [28, 29, 77]
HD15115 F2V 12 31–554 ∼0 5 × 10−4 B [37]
HD181327 K2V 12 68–104 58 25 × 10−4 N [69]
AU Mic M1Ve 12 12–210 ∼0 6 × 10−4 WC [48]
HD32297 A0V <30 40–1680 10 27 × 10−4 B [33]
HD107146 G2V 100 80–185 65 12 × 10−4 N [2]
HD92945 K1V 100 45–175 29 8 × 10−4 N [21]

Fomalhaut A3V 200 133–158 24 0.8 × 10−4 (CB)O [30, 35, 71]
HD139664 F5V 300 83–109 <5 0.9 × 10−4 N [36]

Vega A0V 350 90–800 ∼90 0.2 × 10−4 C [29, 38, 51, 73]
ε Eridani K2V 850 40–105 65 0.8 × 10−4 CO [26]
η Corvi F2V 1000 1.5, 150 45 5.3 × 10−4 CH [93]

HD53143 K1V 1000 55–110 45 2.5 × 10−4 N [36]
τ Ceti G2V 10000 ∼55 60–90 0.3 × 10−4 N [25]

2.2.1 Axisymmetric Structure

The most basic information about the structure of a debris disk that we can
obtain is the distance of the dust from the star. This can be deduced without
resolving the dust location by looking at the Spectral Energy Distribution
(SED), since this indicates the temperature of the dust, which by thermal
balance with the stellar luminosity tells us its distance from the star. For
black body dust
1 Resolved disks have also been reported for the following stars: HD92945,

HD61005, HD10647, HD202917, and HD207129 (see http://astro.berkeley.edu/
∼kalas/lyot2007/agenda.html), and HD15745 (Kalas et al., ApJ, submitted). I
have excluded these images from the discussion, since they have yet to appear in
the literature at the time of writing.
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Tbb = 278.3L0.25
� /

√
r, (2.1)

where L� is in L� and r is distance from star in AU. Thus dust location, r,
can be estimated as long as the level of dust emission has been measured at
two or more wavelengths from which its temperature can be estimated.

However, such estimates suffer large uncertainties, since the exact temper-
ature of the dust depends on its size and composition (see chapter by Li).
Assuming black body emission for the grains can underestimate (or overesti-
mate) the distance of the dust from the star by a factor of 3 or more if the
dust is small [69], since small grains emit inefficiently at long wavelengths and
so attain equilibrium temperatures that are significantly higher than black
body [91]. Likewise, an SED which can be fitted by a black body emission
spectrum does not necessarily indicate that all of the dust is at a single dis-
tance from the star, any more than one that requires multiple temperatures
indicates that the disk is broad, since dust at multiple distances can appear
to have one temperature, and dust with a range of sizes at the same distance
from the star have a range of temperatures [53]. This underlines the fact that
the interpretation of SEDs is degenerate, and that in order to determine the
radial structure of a disk it needs to be spatially resolved. On the other hand,
once the radial location of the dust is known the information in the SED is
extremely valuable, since it allows a determination of the emission properties
of the grains, and hence of their size and/or composition [45, 90].

Nevertheless, it seems that the majority of the known debris disks have
SEDs that are dominated by dust at a single temperature, and are seen in
images to be dominated by dust at a distance from the star that is compatible
with that temperature. More often than not that distance is > 30 AU from
the star, which means that debris disks are analogous to our own Kuiper belt
[92]. Naturally, the fact that these disks have inner holes similar in size to the
planetary system in our solar system leads to the intriguing possibility that
there is an (as yet) unseen planetary system sweeping these regions free of
both planetesimals and dust. I will return to the putative planetary system
in Sect. 2.4. Here, I simply note that while these inner holes are usually dust
free [82], a few systems are known with dust within this hole, such as η Corvi
[93] and Vega [1]. The hot dust in these systems is thought to be transiently
regenerated [94], and care would need to be taken when interpreting obser-
vations of the hot dust within the framework described in this chapter (see
Sect. 2.6).

Exactly how broad these disks are, is a matter for debate. Optical imaging
suggests that there are two types of disk: narrow and broad [36]. However,
detectability may be an issue in some cases, since a disk’s outer edge is often
difficult to detect, as the fraction of intercepted starlight falls off with radius,
much in the same way that it was not known for a long time whether or not the
outer edge of the Kuiper belt is abrupt [80]. Some disks clearly are extended
though, such as that of β Pictoris, which is seen to extend out to >1000 AU
in optical imaging [70], but which is seen as close as in 10–20 AU in mid-IR
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imaging [77]. While disks with a dust distribution as broad as that of β Pic-
toris are rare, the presence of dust at large distances from the star is becoming
more common-place. It is now known that dust in the archetypal debris disk
Vega is not confined to ∼90 AU as suggested by sub-millimeter images [29].
Rather the dust distribution seen at 24 and 70 μm extends out to 800 AU
[73]. This defies intuition, since if the dust is at a range of distances, the disk
should appear smaller at the shorter wavelengths (since shorter wavelengths
tend to probe hotter dust). This intuitive behavior is indeed seen in the disk
of Fomalhaut [71]. It is thought that the counter-intuitive behavior of Vega’s
disk arises because the grain size distribution changes with distance: the dust
seen at large distances is small, of order a few micrometers, and so is heated
above black body and emits very inefficiently in the sub-millimeter, whereas
that seen at ∼90 AU is large, millimeter- to centimeter-sized, and emits effi-
ciently in the sub-millimeter at (relatively low) black body-like temperatures.
A similar change in size distribution with distance is seen in the extended dust
distributions of β Pictoris and AU Mic. The extension of these disks is not
seen in mid- and far-IR images, but in optical and near-IR images of scattered
starlight, and the colors and polarization of the scattered light show that the
dust at large distances in these systems is small, sub-micrometer in size [23].

2.2.2 Asymmetric Structure

While to first-order debris disks are rings of material, even if the location and
breadth of the rings is wavelength dependent, on closer inspection those that
have been imaged with sufficient clarity also exhibit significant asymmetries.
Different types of asymmetries have been identified which can be grouped into
the following categories: warps, spirals, offsets, brightness asymmetries, and
clumps. The observed structures are summarized in Fig. 2.1 and are discussed
in more detail below.

Warps

A warp arises when the plane of symmetry of a disk varies with distance from
the star. It is only edge-on extended debris disks for which a warp can be seen,
since this orientation allows the plane of symmetry at any given distance to be
readily identified with the location of the maximum surface brightness there.
Both of the edge-on disks with significant extension, β Pictoris and AU Mic,
are warped [28, 48], as is the structure of the zodiacal cloud in the solar system
[91]. Recent observations of β Pictoris suggest that its warp may in fact not
be continuous, and that there are two separate disks with different planes
of symmetry [20]. Since the images which show warps in debris disks have
been made in scattered light, it is important to point out that care must be
(and has been) taken when interpreting these observations, since asymmetric
scattering (i.e., the effect that causes back scattering to be stronger than
forward scattering) can introduce perceived asymmetries into observations of
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Fig. 2.1. Summary of asymmetries seen in the structures of debris disks. Refer-
ences for the images are from left to right: warps (β Pictoris [28], AU Mic reprinted
with permission from AAAS [48], TW Hydra [65]); spirals (HD141569 [12]); offsets
(Fomalhaut reprinted by permission from Macmillan Publishers Ltd: Nature [35]
copyright 2005, ε Eridani [26]); brightness asymmetries (HR4796 [76], HD32297 [68],
Fomalhaut [71], HD15115 [37]); clumpy rings (Vega [29], ε Eridani [24], Fomalhaut
[30], β Pictoris [77], AU Mic [39]); no discernible asymmetry (τ Ceti [25], HD107146
[2], HD181327 [69], HD53143 [36], HD139664 [36])

an otherwise axisymmetric disk [34]. A warp has also been identified in the
face-on disk of TW Hydra [65] from analysis of the emission spectrum which
is affected by the fact that the warp prevents light from the star reaching the
outer portions of the disk. This method of detecting a warp was possible for
TW Hydra which has a classical T Tauri disk, but is not possible for face-on
debris disks which are optically thin.

Spirals

The disk of HD141569 is seen to be significantly extended with dust out to
1200 AU where there are two M stars of similar age which are likely to be
weakly bound to the star [81]. The radial distribution of dust is peaked at 150
and 250 AU. Optical coronagraphic imaging shows that both of these rings
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is a tightly wound spiral [12]. The diffuse emission from 300 to 1200 AU also
forms a more open spiral structure, with one, possibly two arms. Two armed
open spiral structure is also reported in younger transition disks, such as AB
Aur [46]. Recent observations of Vega suggest that its extended sub-millimeter
emission is condensed into two spirals (W.S. Holland, priv.comm.).

Offsets

The star is not always at the center of the rings. This effect was first predicted
[91], but then later dramatically seen in optical images of the Fomalhaut disk
[35]. The Fomalhaut disk is narrow, and its proximity of 7.8 pc allowed the
radius to be measured with great accuracy as a function of azimuth. With a
mean disk radius of 133 AU, an offset of 15 AU was measured with significant
confidence. The center of the ε Eridani disk is also seen to be offset [26],
however the lower resolution of the sub-millimeter observations and its more
complicated clumpy structure make the interpretation of this measurement
less clear. Nevertheless, it is interesting to note that for the cases where such
measurements can be made (nearby bright disks), an offset is seen.

Brightness Asymmetries

The offset effect was first predicted from observations of the HR4796 disk [76].
This edge-on disk was seen to be ∼5% brighter on the NE than the SW side,
an asymmetry which was attributed to an offset. However, there are other
interpretations of brightness asymmetries, since all of the spiral, offset, and
clump structures could appear as brightness asymmetries when seen edge-on.
In other words, this class is likely another manifestation of one of the other
types of structure. Indeed, the β Pictoris structure now attributed to a clump
(see below) was originally seen as an asymmetry [43]. Likewise, the brightness
asymmetry seen in mid- to far-IR images of the Fomalhaut disk [71], and which
gets stronger at shorter wavelengths, can likely be attributed to the offset
seen in optical images [35]. Other disks with brightness asymmetries include
HD32297 [33] and HD15115 [37], for which the asymmetries are particularly
pronounced. The latter is an example of a needle disk, which is seen to extend
to significantly larger distances on one side of the star than the other. It is
not clear if this is a brightness asymmetry (and the shorter side extends out
to the same distance but at a level below the detection limit) or whether the
two sides really are truncated at different outer radii.

Clumps

The most common type of asymmetry seen in debris disks is a change in
brightness with azimuth around the ring, with much of the emission concen-
trated in one or more clumps. The clearest example of this phenomenon is
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the ε Eridani disk which is a narrow ring at 60 AU with a well-resolved inner
hole [24]. The sub-millimeter images show four clumps of varying brightness
within this ring. The interpretation of this structure has been confounded
by the ubiquity of background galaxies which appear randomly across sub-
millimeter images. However, the rapid proper motion of this star, which is
at 3.6 pc, has allowed non-moving background objects to be identified, with
three of the clumps confirmed as real using imaging covering a time-span of
∼5 years [26]. While the inner hole of the Vega disk is seen less clearly in 850
μm imaging, the emission in this disk, which is being seen close to face-on,
is concentrated in two clumps that are equidistant from the star, but asym-
metric in brightness [29]. The clumps are confirmed in millimeter-wavelength
interferometry [38, 83], but appear at different locations in 350 μm imaging
[51], and not at all in far-IR images [73], although that may be because of the
low resolution of these observations. Other disks with clumps include Fomal-
haut [30], although this may be a manifestation of the offset, β Pictoris [77],
for which a brightness asymmetry appears to be originate in a clump with
a sharp inner edge, and AU Mic [48], for which clumps are seen at a range
of offsets from the star (although note that given the interpretation of the
axisymmetric disk structure [72], all of these clumps are likely to be at the
same distance from the star, just seen in projection).

No Detectable Asymmetry

Some of the resolved disks from Table 2.1 exhibit no discernible asymmetry in
their structure. These are τ Ceti [25], HD107146 [2], HD181327 [69], HD53143
and HD139664 [36], and HD92945 [21]. However, this does not necessarily
mean that the disks are symmetrical, since some of these images do not have
the resolution and/or sensitivity to detect even large-scale asymmetries.

2.3 Debris Disk Models

The observed radial distribution of dust in debris disks can be explained as a
consequence of planetesimal belt dynamics. Here, I build up a disk dynamical
theory which explains how dust is created in a planetesimal belt, and how the
combination of gravity, collisional processes, and radiation forces conspire to
make the radial distribution of dust vary as a function of grain size.

2.3.1 The Planetesimal Belt

First, it is assumed that the outcome of planet formation was to create a ring
of planetesimals at a radius r and of width dr. The dominant force acting
on these planetesimals is the gravity of the star, and all material within the
belt orbits the star. These orbits are defined by their semimajor axis, a, ec-
centricity, e, and orbital inclination, I, along with three angles defining the
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orientation of the orbit (longitude of pericentre, , and longitude of ascending
node, Ω), and the position within it (e.g., mean longitude, λ, or true anomaly,
f). There is a distribution of orbital elements which is assumed to be indepen-
dent of size for the largest planetesimals. This is not the case during planet
formation, wherein larger objects grow rapidly specifically because they have
lower eccentricities and inclinations than smaller objects.

The size of planetesimals ranges from some maximum diameter Dmax down
to dust of size Dmin, and the size distribution is defined by the amount of cross-
sectional area σ(D)dD in each size bin of width dD; cross-sectional area is
defined such that a spherical particle has an area of σ = π(D/2)2. Taking the
size distribution to be described by a power law,

σ(D) ∝ D2−3q, (2.2)

it follows that, as long as the index q is in the range of 5/3 to 2, the total
amount of cross-sectional area in the belt, σtot, is dominated by the smallest
objects within it, whereas its mass is dominated by the largest objects.

2.3.2 Collisions

While eccentricities and inclinations of planetesimals are assumed to be small,
the resulting relative velocities are large enough that collisions are destructive.
This is necessary if dust is to be produced in collisions rather than lost in
growth to larger sizes [15].

Within the planetesimal belt collisions between planetesimals of different
sizes are continually occurring. The result of such collisions is that the plan-
etesimals are broken up into fragments with a range of sizes. If the outcome
of collisions is self-similar (i.e., the size distribution of the fragments is scale
invariant), and the range of sizes in the distribution is infinite, then the re-
sulting size distribution has an exponent with q = 11/6 [75]. In this situation,
the planetesimal belt forms what is known as a collisional cascade, and the
size distribution remains constant, with mass flowing from large planetesimals
to small grains.

The outcome of a collision depends on the specific incident kinetic en-
ergy, Q. Catastrophic collisions are defined as collisions in which the largest
fragment produced in the collision has less than half the mass of the origi-
nal object. In general, particles are destroyed in collisions with similar-sized
particles. In the strength regime, D < 150 m, the outcome of a collision is
determined by the strength of a planetesimal and the specific incident kinetic
energy required to destroy it, Q�

D, decreases with size. In the gravity regime,
D > 150 m, the fragments created in the collision tend to reassemble under
the action of their own gravity, so that a larger input energy is needed to catas-
trophically destroy a planetesimal, and in that regime Q�

D increases with size.
The mean time between collisions for dust in the size range which con-

tributes the majority of the total cross-sectional area in the collisional cascade
can be approximated by [91]:
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tcol = tper/4πτeff , (2.3)

in years, where tper = a1.5M−0.5
� is the orbital period and τeff = σtot/(2πr dr)

is the effective optical depth of the belt, a (wavelength independent) geomet-
rical quantity that could also be called the surface density of cross-sectional
area.

Equation (2.3) usually applies to the smallest dust grains in the cascade.
Larger objects have much longer collisional lifetimes, since there is a lower
cross-sectional area in the cascade with sufficient incident energy to induce
catastrophic destruction. Their lifetime scales ∝D5−3q (i.e., ∝D−0.5 for a
canonical collisional cascade size distribution). For details of how the plan-
etesimal strength, Q�

D, and orbital eccentricity e affect the collision lifetime
the reader is referred to [90, 94].

2.3.3 Radiation Forces

The orbits of small grains are affected by the interaction of the grains with
stellar radiation [9]. This is caused by the fact that grains remove energy from
the radiation field by absorption and scattering, and then re-radiate that
energy moving with the particle’s velocity. The resulting radiation force has
two components: a radial force, known as radiation pressure, and a tangential
force, known as Poynting–Robertson drag (P–R drag). The parameter β is the
ratio of the radiation force to that of stellar gravity and is mostly a function
of particle size (since both forces fall off ∝ r−2)

β = Frad/Fgrav = 7.65 × 10−4(σ/m)〈Qpr〉T�
L�/M�, (2.4)

where σ/m is the ratio of a particle’s cross-sectional area to its mass (in m2

kg−1), Qpr depends on the optical properties of the particle, and L� and M�

are in solar units. For large spherical particles β = (1150/ρD)L�/M�, where
ρ is the particle density in kg m−3, and D is in μm. For smaller particles, β
tends to a value which is independent of size (see chapter by Li).

Radiation pressure

Radiation pressure essentially causes a particle to see a smaller mass star by
a factor (1 − β). It is immediately clear that particles with β > 1 are not
bound and leave the system on hyperbolic trajectories. However, the effect
of radiation pressure is also seen at lower values of β, since it means that
particles orbiting at the same semimajor axis have different orbital periods,
since tper = [a3/M�(1 − β)]0.5.

Most importantly, though, particles created in the destruction of a parent
planetesimal have a range of sizes and so β. All particles start with the same
position and velocity as the parent, but have different orbital elements because
they move in different potentials. For a parent with an orbit defined by a and
e broken up at a true anomaly f , the new orbital elements are
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Fig. 2.2. Orbits of particles of different size (and so different β) created in the
destruction of a planetesimal originally on a circular orbit [91]. The collision event
occurs at point P. Particles with β > 0.5 are on unbound orbits

anew = a(1 − β)
[
1 − 2β [1 + e cos f ]

[
1 − e2

]−1
]−1

, (2.5)

enew =
[
e2 + 2βe cos f + β2

]0.5
/(1 − β) (2.6)

(see Fig. 2.2). This means that, with a small dependence on where around
the orbit the collision occurs, it is particles with β > 0.5 that are unbound
and leave the system on hyperbolic trajectories. Since particles just above the
radiation pressure blow-out limit survive much longer than orbital timescales,
this rapid loss causes a truncation in the collisional cascade for small sizes
below which β > 0.5.

P–R Drag

P–R drag causes dust grains to spiral into the star while at the same time
circularizing their orbits (with no effect on the orbital plane). For an initially
circular orbit, this means that particles migrate in from a1 to a2 on a timescale

tpr = 400M−1
�

(
a2
1 − a2

2

)
/β (2.7)

in years. On their way in particles can be destroyed in collisions with other
particles, become trapped in resonance with planets [14], pass through secular
resonances, be scattered out of the system by those planets [56], or be accreted
onto the planets. If none of these occurs, the particle sublimates close to the
star once its temperature reaches above ∼ 1500 K. This drag force is thus
another potential loss mechanism for dust from the collisional cascade.

It is evident that, since tpr ∝ D and tcol ∝ D0.5, P–R drag can only be
relevant for small particles. Assuming that particles affected by P–R drag
contribute little to the total cross-sectional area, the particle size at which
P–R drag becomes important can be estimated from (2.3) and (2.7),
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β > βpr = 5000τeff(r/M�)0.5. (2.8)

Since the smallest grains that may be influenced by P–R drag are those with
β ≈ 0.5 it follows that P–R drag does not affect the evolution of any grains
in the disk if τeff > 10−4(r/M�)0.5, as in this case all bound grains have
collisional lifetimes that are shorter than their P–R drag lifetimes.

This back-of-the-envelope calculation was demonstrated more quantita-
tively in [87] which considered the ideal case of a planetesimal belt which
produces grains all of the same size. The spatial distribution of such grains as
they evolve due to collisions and P–R drag is given by

τeff(r) = τeff (r0) /
[
1 + 4η0(1 −

√
r/r0)

]
, (2.9)

where η0 = tpr/tcol = 5000τeff(r0)
√

r0/M�β
−1 and r0 is the radius of the

planetesimal belt (see Fig. 2.3). For η0 � 1 the majority of the grains make
it to the star without suffering a collision, whereas for η0 � 1 the grain
population is significantly depleted before the grains make it to the star and so
are confined to the vicinity of the planetesimal belt. This model also illustrates
how it is not possible to invoke P–R drag to create a large dust population
close to the star, since the maximum possible surface density of grains that
reach the star in this model is 5 × 10−5βM0.5

� r−0.5.

Fig. 2.3. Distribution of surface density for dust grains evolving from a point of
origin in a planetesimal belt at r0 inwards due to P–R drag while also being depleted
due to mutual collisions [87]

2.3.4 Disk Particle Categories

The preceding discussion motivates the division of a debris disk into distinct
particle categories which is summarized in Fig. 2.4:
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Fig. 2.4. Surface density distribution of particles created in a planetesimal belt [85].
Particles of different sizes have different β and so have different radial distributions.
The main categories are: large grains, which have the same distribution as the plan-
etesimals; β critical and β meteoroid grains, which extend much further from the
star; and P–R drag affected grains, which extend inwards toward the star

• Large grains (β � βpr): these are unaffected by radiation forces and
have the same spatial distribution as the planetesimals;

• P–R drag affected grains (β ≈ βpr): these are depleted by collisions
before reaching the star;

• P–R drag affected grains (βpr < β < 0.5): these are largely unaffected
by collisions and evaporate on reaching the star;

• β critical grains (0.1 < β < 0.5): these are on bound orbits and while
the inner edge of their distribution follows that of the planetesimals, the
outer edge extends out to much larger distances;

• β meteoroid grains (β > 0.5): these are blown out on hyperbolic orbits
as soon as they are created.

The presence of different categories in a disk depends on the density of
the planetesimal belt. Broadly speaking, the large, β critical and β meteoroid
categories are always present (even if the quantities of the latter two relative
to the large grain population are not well known). Thus there are two main
types of disk: dense disks that are dominated by collisions which have few
P–R drag affected grains, and tenuous disks that are dominated by P–R drag
in which P–R drag affected grains are present.

Collision Versus P–R Drag-Dominated Disks

The majority of the debris disks that can be detected at present are squarely
in the collision-dominated regime, since η0 � 1 [87]. In the absence of P–R
drag, the spatial distribution of material becomes very simple. It is even pos-
sible to make the simplifying assumption that the β meteoroid population
is negligible, because such grains are lost on timescales that are short com-
pared with even the shortest lifetimes in the large grain population. Further
ignoring complications due to the eccentricities of the β critical grains, the
disk can be modeled as material entirely constrained to the planetesimal belt
with a size distribution that extends in a single power law (2.2) down to the
blow-out limit [90]. While clearly a simplification, this model of the disk is far
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better than one in which it is comprised of grains all of the same size, since
it acknowledges that the dust we see has to originate somewhere. Numerical
simulations have also been performed to determine the size and spatial dis-
tribution in the collision-dominated limit in more detail [79, 78], and further
analytical quantification of the distributions in this limit is also possible [72].

The high sensitivity of Spitzer means that more recently relatively low
density disks have been detected for which η0 is as low as 1 meaning that P–R
drag is expected to sculpt the inner edges of these disks [95]. The effect of P–R
drag also needs to be accounted for when studying dust in the solar system,
since η0 ≈ 2×10−3 in the asteroid belt. It is important to emphasize this point,
since it means that the dynamics of dust in the zodiacal cloud is fundamentally
different to that of extrasolar systems, albeit in an understandable way. It is
also becoming clear that, while stellar wind forces are relatively weak in the
solar system providing a drag force ∼ 1/3 that of P–R drag (see chapter by
Mann), such forces may be important for other stars. While the mass loss
rates, dMwind/dt, of main-sequence stars are poorly known, it is thought that
the low luminosity of M stars means that this force may be responsible for
the dearth of disks found around late type stars [61]. Since stellar wind forces
act in a similar manner to P–R drag, they can be accounted for in the models
by multiplying η0 by a factor of [1 + (dMwind/dt)c2/L�]−1 [32, 53].

Thus, while it is usually the case that the collision-dominated approxima-
tion is most appropriate, models which describe the distribution of material
evolving under the action of collisions and drag forces continue to be of inter-
est. While a study which takes into account the full range of sizes in the disk
has yet to be undertaken, it is possible to see that since grains are typically
destroyed in collisions with similar-sized objects, the outcome of such a model
will be similar to assuming that grains of different sizes have spatial distri-
butions that can be characterized by different η0, with large grains having
high η0 and small grains having low η0. This means that the size distribution
would be expected to vary significantly with distance from the star.

2.3.5 Comparison with Observations

This model has had considerable success at explaining the observed radial
structure of debris disks. For example, using the collision-dominated assump-
tion with the dust confined to the planetesimal belt provides an adequate fit
to the emission spectrum of disks like that of Fomalhaut [90] for which the
radius of its planetesimal belt is well known [30]. It can also explain the struc-
tures of the disks which are seen to be considerably extended and to exhibit a
gradient in grain size throughout the disk (AU Mic and β Pictoris). These ob-
servations are explained as β critical dust being created in planetesimal belts
which are closer to the star [3, 4, 72]. Further, the emission spectrum of the
TWA7 disk is consistent with the distribution of dust expected from inward
migration from the planetesimal belt by stellar wind drag [53].
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Thus these studies show that the observed dust distributions can be suc-
cessfully explained within the framework of a realistic physical model. Such a
model is an absolute requirement if any asymmetries seen in the disk structure
are to be interpreted correctly, since even the axisymmetric dust distribution
is different to that of the planetesimals, which hints that its asymmetric dis-
tribution may also differ. On a more basic level, this shows that the location
of the dust in a debris disk does not necessarily directly pinpoint the location
of the planetesimals.

Despite the successes of the disk dynamical theory it is important to point
out that it is not yet a predictive theory. There are too many uncertainties
regarding the expected size distribution at very small sizes (e.g., because it
depends on the size distribution created in collisions), and regarding the op-
tical properties of those grains and the magnitude of stellar wind drag, to
predict how bright a disk known from far-IR measurements (of its large grain
population) will appear in scattered light images (which are sensitive to the
β critical and β meteoroid grains).

2.4 Interaction Between Planets and Planetesimal Belt

Consider now one modification to the planetesimal belt model described in
Sect. 2.3, which is that there is a planet orbiting in this system. The gravi-
tational perturbations of that planet will affect the orbits of both the plan-
etesimals and the dust. It turns out that these perturbations are predicted to
cause exactly the same set of features as observed in debris disks (Fig. 2.1).

The planet’s perturbations can be broken down, both mathematically and
conceptually, into three types: secular, resonant, and short-period perturba-
tions. For a detailed description of this dynamics, the reader is referred to
Murray & Dermott (1999) [59]. Its secular perturbations are the long-term
consequence of having the planet in the disk, and these perturbations are
equivalent to the perturbations from the wire that would be obtained by
spreading the mass of the planet around its orbit with a density in accor-
dance with its velocity at each point; they affect all material in the disk to
some extent. Its resonant perturbations are the forces which act at specific
radial locations in the disk where planetesimals would be orbiting the star
with a period that is a ratio of two integers times that of the planet. At
such locations the planetesimal receives periodic kicks from the planet which
can make such locations either extremely stable or extremely unstable. All
other perturbations are short period and can be assumed to average out on
long enough timescales, although they are responsible for important processes
such as scattering of planetesimals.

2.4.1 Secular Perturbations

To first order a planet’s secular perturbations can be separated into two com-
ponents: one arising from the eccentricity of its orbit and the other from its



52 M.C. Wyatt

inclination. For high eccentricities and inclinations, these two components are
linked, and here I only consider the low eccentricity and inclination case.

Planet Eccentricity: Spirals and Offsets

The consequence of the planet’s eccentricity is to impose an eccentricity onto
the orbits of all planetesimals in the disk. It does this in such a way that a
planetesimal’s eccentricity vector, defined by z = e×exp i, precesses around
a circle centred on the forced eccentricity vector, zf ; i.e.,

z(t) = zf + zp(t), (2.10)

where the forced eccentricity is set by a combination of the planet’s eccentric-
ity and the ratio of the planetesimal and planet semimajor axes

zf = [b2
3/2(αpl)/b1

3/2(αpl)]zpl, (2.11)

and the proper eccentricity precesses around a circle the radius of which is
determined by the initial conditions

zp(t) = ep × exp i(At + β0), (2.12)

at a fixed rate given by

A = 0.25n(Mpl/M�)αplᾱplb
1
3/2(αpl). (2.13)

In the above equations, αpl = apl/a and ᾱpl = a/apl for apl < a and
αpl = ᾱpl = a/apl for apl > a, and bs

3/2(αpl) are the Laplace coefficients.
These equations have been given for the case of a system with one planet.
However, the same decomposition into forced and proper elements is also true
in a system with multiple planets, except that the equations for the forced
eccentricity and precession rate A involve sums over all planet properties [91].

The evolution of a planetesimal’s eccentricity vector is shown in Fig. 2.5,
which shows how the orbits of planetesimals at 1.4, 1.45, and 1.5 times semi-
major axis of the planet evolve if they start on initially circular orbits. This is
equivalent to a situation which might arise following the formation of a planet
on an eccentric orbit, since the planetesimals would have formed on roughly
circular orbits. As well as a small change in forced eccentricity for planetes-
imals at different distances from the planet, their precession rates are sub-
stantially different. This means that the dynamical structure of an extended
planetesimal disk evolves following the formation of the planet: planetesimals
close to the planet, which have completed several precessions can be consid-
ered to have eccentricity vectors evenly spread around circles centred on the
forced eccentricity, while those further away have pericentre orientations and
eccentricities that change with distance from the star.

The resulting dynamical structure can be readily translated into a spatial
distribution by creating a model in which planetesimals are distributed ran-
domly in longitude, λ, and with other orbital elements taken from appropriate
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Fig. 2.5. Effect of the secular perturbations of an eccentric planet on planetesimal
orbits [88]. Top Evolution of the eccentricity vectors of planetesimals at 1.4, 1.45,
and 1.5apl. All vectors start at the origin (circular orbits) and precess around the
forced eccentricity imposed on them by the planet. The symbols are plotted at equal
timesteps. Bottom Precession rate for planetesimals at different distances from the
planet. These are given as the timescale to complete one precession (2π/A) relative to
that timescale for planetesimals at a = 1.31apl which is given by 0.651a1.5

pl M0.5
� /Mpl

distributions for the given time. This is shown in Fig. 2.6 for the planetesi-
mals outside the planet’s orbit. It is seen that the planetesimals exhibit spiral
structure which propagates away from the planet. A similar spiral structure
is formed in the planetesimal disk interior to the planet, again propagating
away from the planet with time.

It is possible that the effect seen in Fig. 2.6 may be the explanation for
the tightly wound spiral structure seen at 325 and 200 AU in the HD141569
disk [12]. Since the rate at which the spiral propagates away from the planet
is determined by the planet’s mass, this means that the observed structure
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Fig. 2.6. Spatial distribution of planetesimals affected by the secular perturbations
of an eccentric planet: spiral structure propagating outward through an extended
planetesimal belt outside a planet [88]. The subpanels show, from left to right, snap-
shots of the disk at times 0.1, 0.3, 1, 3, 10, 100 times the secular precession timescale
at 1.31apl since the perturbing planet was introduced into the disk. From top to
bottom, the panel shows the impact of planets with an eccentricity of 0.05, 0.1, and
0.15

allows the planet’s mass to be estimated, assuming the time since the planet
formed can also be estimated. For HD141569, this results in the putative
planet having a mass greater than that of Saturn, given the 5 Myr age of
the star. A tightly wound spiral structure is also seen in Saturn’s rings [11],
which is explained by a similar model in which the secular perturbations arise
from the oblateness of the planet (rather than from an eccentric perturber),
and the ring material is assumed to have formed in a relatively recent event
(rather than with the planet).

At late times, when the material at the same semimajor axis has eccen-
tricity vectors that are evenly distributed around circles, the resulting disk no
longer exhibits spiral structure, but it does exhibit an offset. This is illustrated
in Fig. 2.7, although it is also apparent in Fig. 2.6 at late times. The offset
is proportional to the forced eccentricity imposed on the planetesimals (and
so proportional to the planet’s eccentricity), with material on the side of the
forced pericentre being closer to the star than that on the side of the forced
apocentre.

This offset was originally predicted from a brightness asymmetry in the
HR4796 disk [76, 91], and was called pericentre glow because the asymmetry
was thought to arise from the material on the pericentre side being hotter than
that on the apocentre side. It was found that the observed brightness asymme-
try could have been caused by a planet with an eccentricity as small as 0.02,
demonstrating that even moderate planet eccentricities can have observable
signatures. However, little information is available from this structure about
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Fig. 2.7. Spatial distribution of planetesimals affected by the secular perturbations
of an eccentric planet: offset structure imposed at late times on planetesimals all at
the same semimajor axis a [91]. The planetesimals form a uniform torus around the
star at S, but one which has its centre at a point D which is offset from the star by
a distance aef in the direction of the forced apocentre

the mass of the planet, except that it must be sufficiently massive for the peri-
centres to have been randomized given the age of the star. For HR4796, this
means that its putative planet would have to have a mass > 10M⊕, although
the interpretation of this asymmetry is complicated by the stellar mass binary
companion to HR4796A, the orbit of which is unknown at present, but which
could also be responsible for an offset of the required magnitude. Nevertheless,
an offset has been seen directly in the structure of the Fomalhaut disk [35].
This star also has a common proper motion companion [6], but this is too
distant to be responsible for an offset of the observed magnitude.

Planet Inclination: Warps

The consequence of secular perturbations caused by the planet’s inclination is
directly analogous to the consequence of its eccentricity (Sect. 2.4.1), except
that in this case, it is the planetesimal’s inclination vector, y = I × exp iΩ,
which precesses around a forced inclination. The precession rate is also the
same, except that it is reversed in sign (i.e., the inclination vector precesses
clockwise on a figure analogous to Fig. 2.5). In a system with just one planet
the forced inclination vector is simply the orbital plane of the planet (yf =
Ipl×exp iΩpl). Since the choice of the zero inclination plane is arbitrary, it can
be set to be the planet’s orbital plane (yf = 0) making it easy to see that at
late times, planetesimals at the same semimajor axis will have orbital planes
distributed randomly about the orbital plane of the planet. However at early
times, should the initial orbital plane of the planetesimals be different to that
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of the planet at say yinit, then the situation will be that material close to
the planet will be distributed randomly about the planet’s orbital plane ypl,
while that far from the planet will still be on the original orbital plane yinit. A
smooth transition between the two occurs at a distance from the star which
depends on the mass of the planet and the time since the planet formed, much
in the same way that spiral structure propagates away from the planet.

This has been proposed as the explanation of the warp in the β Pictoris
disk, since other lines of evidence have pointed to a Jupiter mass planet at
∼ 10 AU [8, 66], and given the age of the star ∼ 12 Myr, it is reasonable to
assume that a warp would be seen at ∼ 80 AU at the current epoch (if the
planet formed very early on). Many observations of the disk, including the
warp and the radial distribution (see Sect. 2.2.1), can be explained with such
a model [4], although it would be worth revisiting this model in the light of
the observations which showed the warp is less of a smooth transition between
two orbital planes and looks more like two distinct disks [20].

This mechanism does not just produce a warp in a young disk. As long as
there are two or more planets in the system on different orbital planes a warp
would also be seen at late times, once all the planetesimals have precessed
so that their distribution is symmetrical about the forced inclination plane,
since multiple planets would mean that the forced inclination plane varies
with distance from the star (e.g., it is aligned with each of the planet’s orbital
planes at the semimajor axes of those planets). The zodiacal cloud in the solar
system is an example of a warped old disk [91].

2.4.2 Resonant Perturbations

Mean motion resonances are locations at which planetesimals orbit the star
an integer p times for every integer p+ q times that the planet orbits the star.
The nominal location of a resonance is at a semimajor axis of

a(p+q):p = apl(1 + q/p)2/3. (2.14)

Planetesimals at a range in semimajor axis about this nominal value may be
trapped in resonance, but not all of those in this range are necessarily in the
resonance.

Resonant Geometry

The importance of a resonance can be understood purely from geometrical
reasons. Figure 2.8 shows the path of planetesimals on resonant orbits in
the frame co-rotating with the planet. The pattern repeats itself so that the
planetesimal always has a conjunction with the planet (i.e., the two are at
the same longitude) at the same point in its orbit for q = 1 resonances, or
at the same two points in its orbit for q = 2 resonances. This is important
because the perturbations to the planetesimal’s orbit are dominated by those
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Fig. 2.8. Path of resonant orbits in the frame co-rotating with a planet [86]. On all
panels the planet, located at the cross, is on a circular orbit, while the planetesimals’
orbits have an eccentricity of 0.3. The planetesimals are plotted with a plus at equal
timesteps through their orbit, each point separated by 1/24 of the planet’s orbital
period. The resonances shown are from left to right, with increasing distance from
the planet, the 4:3, 3:2, 5:3, and 2:1 resonances

at conjunction which means that the planetesimal receives periodic kicks to
its orbit from the planet which are always in the same direction (if the orbit
is unchanged by those perturbations). This is not quite true for the p = 1
resonances, since the cumulative effect of the perturbations around the orbit
are also relevant in this case.

The resonant geometry discussed in the preceding paragraph can be used
to infer the loopy patterns on a figure such as Fig. 2.8, but it does not specify
the location of the planet with respect to those loops. That is specified by the
planetesimal’s resonant argument

φ = (p + q)λ − pλpl − q. (2.15)

The resonant argument is important, since the ratio φ/p is the relative lon-
gitude of the planet when the planetesimal is at pericentre, an angle which
is noted in Fig. 2.8; i.e., it determines where along the planetesimal’s orbit it
receives kicks from the planet’s gravity.

The same combination of angles occurs in the planet’s disturbing function,
and the forces associated with a resonance are those involving the relevant
resonant argument [59]. A planetesimal is said to be in resonance if its reso-
nant argument is librating about a mean value (e.g., a sinusoidal oscillation),
rather than circulating (e.g., a monotonic increase or decrease). The mean
value about which the resonant argument librates is typically 180◦, since in
this configuration it can be shown that the resonant forces impart no angu-
lar momentum to the planetesimal. However, in some instances, asymmetric
libration occurs, where 〈φ〉 �= 180◦, because the equilibrium solution requires
resonant forces to impart angular momentum to the planetesimal (see section
on resonant trapping and Sect. 2.5.2). Asymmetric libration also occurs for
the p = 1 resonances (e.g., the 2:1 resonance), because in this configuration
angular momentum imparted to a planetesimal at conjunction is balanced by
the cumulative effect of the resonant forces around the rest of the orbit [58].



58 M.C. Wyatt

Resonant Trapping

While resonances have non-zero width in semimajor axis, their width is finite
and they only cover a narrow region of parameter space. Thus if a planet was
introduced into an extended planetesimal belt, while planetesimals at suitable
semimajor axes might end up trapped in resonance, such planetesimals would
be relatively few. However, resonances can be filled by either the planet or
the planetesimals’ semimajor axes undergoing a slow migration, since when a
planetesimal encounters a planet’s resonances the resulting forces can cause
the planetesimal to become trapped in the resonance. Resonant forces could
then either halt the planetesimal’s migration, or make it migrate with the
planet, thus ensuring that the planetesimal maintains the resonant configu-
ration. For example, it is thought that Pluto and most of the other Kuiper
belt objects that are in resonance with Neptune attained their resonant orbits
during an epoch when Neptune’s orbit expanded following its formation [49].
There are a number of mechanisms which can be invoked to cause planets
to migrate outward, one of which is angular momentum exchange caused by
scattering of planetesimals [27], and another is interaction with a massive gas
disk [52].

The question of whether a planetesimal becomes trapped once it encoun-
ters a planet’s resonances is determined by two main factors: the mass of
the planet and the rate at which the planet or planetesimals are migrating.
For example, the probability of a low eccentricity planetesimal being trapped
into any given resonance with a planet migrating on a circular orbit is de-
termined by two parameters, μ = Mpl/M� and θ = ȧpl/

√
M�/a [86]. It is

expected that the eccentricities of the planet and planetesimal orbits would
also affect the trapping probability. Another important factor in determining
which resonances are filled by planet migration is the initial distribution of
the planetesimals with respect to the planet, since this determines how many
planetesimals would encounter a given resonance in the course of the migra-
tion, given that some may already have been trapped in another resonance.
The dominant resonances in the Kuiper belt are the 4:3, 3:2, 5:3, and 2:1 res-
onances, which can partly be explained by the fact that first-order resonances
(i.e., q = 1 resonances) are stronger than second-order resonances (i.e., q = 2
resonances), and so on.

Resonances are important not only for a disk’s dynamical structure, but
also for the spatial distribution of material, since Fig. 2.8 illustrates how
planetesimals that are all in the same resonance that have similar resonant
arguments would tend to congregate at specific longitudes relative to the
planet. That is, while any one planetesimal is on an elliptical orbit, that
orbit would take it in and out of regions of high planetesimal density, i.e.,
clumps. These clumps would appear to be orbiting the star with the planet.
The number of clumps formed by resonances is given by p (e.g., Fig. 2.8).
An important factor in the formation of resonant clumps is the planetesimals’
eccentricities, since the clumps only become pronounced at high eccentricities;
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resonant planetesimals on circular orbits have an axisymmetric distribution.
Once trapped resonant forces can excite the planetesimals so that they become
eccentric.

This mechanism was invoked to explain the clumpy structure of Vega’s
debris disk (Fig. 2.9; [86]). In that model two clumps form in the planetes-
imal distribution because of the migration of a Neptune mass planet from
40 to 65 AU over 56 Myr. As suggested by Fig. 2.8, the clumps are the re-
sult of trapping of planetesimals into the 3:2 resonance, with an asymmetry
caused by planetesimals in the 2:1 resonance. The planet’s mass and migra-
tion rate are constrained within the model, but not uniquely, since it did not
consider the origin of the planet’s migration; e.g., the same structure would
arise from a three Jupiter mass planet which completed the same migration
over 3 Myr. To break this degeneracy models would be required which cause
both planet migration and resonant trapping simultaneously, a task which
requires significant computing power. Nevertheless, this model shows that ob-
served structures have the potential to tell us not only about the planets in a
system, but also about that system’s evolutionary history.

The model has made predictions for: (i) the location of the planet (none
has been found at the level of < 3MJupiter, [54]); (ii) the orbital motion of the
clumps which should be detectable on decade timescales (these observations
will be made in the coming year, and in the meantime a marginal detection of
orbital motion has been found in the clumpy structure of the ε Eridani disk,
[62]); (iii) lower level structure associated with the 4:3 and 5:3 resonances
(which may have been seen in 350 μm observations of the disk [51]).

Resonance Overlap

So far I have discussed the stabilizing properties of resonances. However, res-
onances can also be destabilizing. As mentioned above, resonances have finite
width, and the q = 1 resonances are strongest. There is a region nearby the
planet where its first-order resonances overlap, and planetesimals in such a
region have chaotic orbits and are rapidly ejected [84]. The width of this
region is

|a − apl|/apl = 1.3(Mpl/M�)2/7. (2.16)

Instabilities of this type have been invoked to explain the cleared inner regions
of debris disks [16], as well as to estimate the location of a planet inside an
imaged planetesimal belt [64]. The same planet also imposes eccentricities
on the planetesimals at the edge of the resonance overlap region, and the
magnitude of those eccentricities is dependent on the mass of the planet, with
more massive planets imposing larger eccentricities. Since those eccentricities
result in a sloping inner edge, it is also possible to use the sharpness of the
inner edge of a dust ring to set constraints on the mass of the planet. In this
way the sharp inner edge of the Fomalhaut ring was used to determine that
its planet must be less massive than Saturn [64].
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Fig. 2.9. Structure imposed on an initially axisymmetric planetesimal disk by the
outward migration of a planet [86]. This model was proposed to explain the clumpy
structure of the Vega disk and involves a Neptune mass planet which migrated
from 40 to 65 AU over 56 Myr. Top Dynamical structure of the planetesimal disk,
eccentricity versus semimajor axis, at the beginning and end of the migration. The
planet is shown with a diamond, and the location of its resonances with dotted
lines. The chaotic region of resonance overlap is shown with dashed lines. Bottom
Spatial distribution (surface density) of planetesimals at the end of the migration.
The planet is shown with a diamond and the arrow shows its direction of orbital
motion
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2.5 Interaction Between Planets and Dust

The preceding Sect. (2.4) dealt specifically with the structures imposed by
planets on the planetesimal distribution. This is an important first step, since
the dust we see is derived from those planetesimals. However, as discussed in
Sect. 2.3, dust dynamics can be significantly different to that of the planetes-
imals, and so it is not obvious to what extent the dust distribution will follow
that of the planetesimals. A model which takes into account the production in
collisions of dust with a range of sizes and the subsequent dynamical evolution
of that material is usually beyond the scope of current computing (and an-
alytical) capabilities. Such models will likely become more common-place as
more detailed observations demonstrate that more sophisticated models are
necessary to explain the observations. For now, the types of structure which
dust dynamics would produce can be understood by considering the dynam-
ical evolution of dust grains released from a given planetesimal distribution.
Those grains might then be considered to evolve in the absence of collisions, or
in an idealised situation where the only collisions which matter are those with
grains of similar size (and so which all have the same spatial distribution).

Here, I consider the effect of dust grain dynamics on the structures seen
in a planetesimal belt in which some of the planetesimals are in resonance
with a planet (Sect. 2.5.1), and the structures caused by trapping of dust into
planetary resonances (Sect. 2.5.2).

2.5.1 Dust Produced from Resonant Planetesimals

Only the largest dust grains released from a resonant planetesimal remain
in that resonance, and the reason is the effect of radiation pressure. First
of all, consider the orbits of grains which remain bound to the star (β <
0.5). Radiation pressure has two effects: it changes the semimajor axis of
the dust grain (so that a

′
= a[1 − β]/[1 − 2β] for initially circular orbits),

and also the location of the resonance (the resonance for dust is at a lower
semimajor axis by a factor (1 − β)1/3 than given in (2.14)). This means that
the larger a particle’s β (which typically means the smaller its size, although
see Sect. 2.3.3 and chapter by Li) the further it starts from the resonance, and
while resonant forces can accommodate this offset by increasing the libration
width for large grains, there comes a size at which particles are no longer
in resonance. Numerical simulations showed that for the 3:2 resonance, the
critical size is that for which β > βcrit, where

βcrit = 2 × 10−3(Mpl/M�)0.5, (2.17)

with a similar threshold for the 2:1 resonance [89]. Since the geometry of
Fig. 2.8 is no longer valid for non-resonant grains, such grains have an ax-
isymmetric distribution.

Next, consider the orbits of dust grains which are released onto hyperbolic
orbits (i.e., β > 0.5). For β = 1 dust no force acts on the grains, and such
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grains leave the system with a constant velocity (that of the orbital motion of
the parent planetesimal) which rapidly approaches radial motion. Assuming
that these grains are created at a constant rate, this corresponds to a surface
density distribution which falls off ∝ r−1. Since no force acts on the grains,
one might naively expect no asymmetry in their distribution. However, their
distribution can be non-axisymmetric if they are not produced from an ax-
isymmetric distribution of parent bodies. Collision rates are highest between
resonant planetesimals when they are in the clumps, and this means that
a greater fraction of the β > 0.5 grains created from planetesimal collisions
have trajectories which originate in the clumps. The distribution of such grains
should thus exhibit spiral structure which emanates from the clumps (since
while the motion of the dust is nearly radial, the source region, the clumps, are
in orbital motion around the star). However, not all β > 0.5 grains are created
in collisions between planetesimals with a clumpy resonant distribution; some
originate in collisions between non-resonant grains with βcrit < β < 0.5, and
so would have an axisymmetric distribution.

This motivates a division of the dust produced in a resonant planetesimal
disk into four populations with distinct spatial distributions: (I) large grains
β < βcrit with a clumpy distribution, (II) intermediate grains βcrit < β < 0.5,
with an axisymmetric distribution, (IIIa) small grains β > 0.5 from popula-
tion (I) particles with extended spiral structure, (IIIb) small grains β > 0.5
from population (II) particles with extended axisymmetric structure. These
distributions have been worked out numerically for the model presented in
Fig. 2.9, and the structures expected for the four populations are shown in
Fig. 2.10.

Aside from ascertaining the distribution of different grain sizes, it is im-
portant to determine which grain sizes actually contribute to the observation
in question. This chapter will not deal specifically with such issues, for which
a knowledge of the optical properties of the particles is needed, and for which
the reader is referred to the chapter by Li in this book. However, the type
of result that is obtained with such an analysis is illustrated in Fig. 2.10.
This shows how observations in different wavebands are sensitive to different
grain sizes and to different grain populations, with the shortest wavelengths
probing the smallest grains; i.e., the disk would be expected to look different
when observed at different wavelengths. For the Vega disk, this is indeed seen
to be the case [51], although this does not mean the dynamics of this disk
is completely understood, since the prediction for the spiral structure at the
shortest wavelengths [89] has yet to be confirmed, and the large observed mass
loss rate remains to be explained [73].

The fact that disk structure is expected to be (and is seen to be) a strong
function of both grain size and wavelength of observation is good because
it means that multiple wavelength observations of the same disk provide a
means to test different models for the origin of structure formation. However,
it also means that the models are becoming more complicated, and this means
that the interpretation of observed structure is no longer straight forward,
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Fig. 2.10. Prediction for the structure of Vega’s debris disk [89]. (Top) Spatial dis-
tribution of dust in different populations: (I) large grains, (II) intermediate grains,
(IIIa) small grains (created from large grains), (IIIb) small grains (created from
intermediate grains). All panels cover the same region (±100 arcsec from the star
which is shown by an asterisk at the centre); the location of the planet is shown with
a plus. (Bottom) Contribution of different grain sizes (and so different populations)
to observations in different wavebands. The y axis is flux per log particle diame-
ter, so that the area under the curve is the total flux, and the relative contribution
of different grain sizes to that flux is evident from the appropriate region. For the
size distribution shown here, the mid- to far-IR wavelength observations are domi-
nated by population III grains, while sub-millimeter observations are dominated by
population I grains

since there are multiple physical processes that have to be accounted for. For
example, it should also be noted that the model described above only took
account of the effect of radiation pressure on the dust orbits, and the relative
velocity imparted to collisional fragments may also be important [40].

2.5.2 Resonant Trapping of Dust by P–R Drag

Planetary resonances can also sculpt a dust disk even if the parent planetesi-
mals are not trapped in resonance, since the drag forces which act on dust to
make it migrate inwards (see Sect. 2.3.3) mean that the dust may have the
opportunity to encounter a planet’s resonances. Resonant forces can then halt
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the migration causing a concentration of dust along the planet’s orbit known
as a resonant ring . For the same geometrical reasons as outlined in Sect. 2.4.2,
these resonant rings are clumpy.

There are some important subtle differences in the structure of this type
of resonant ring compared with the resonant planetesimal rings. One of these
is the fact that the libration of φ is offset from 180◦ so that resonant forces
can impart angular momentum to the particles to counteract that lost by P–
R drag. This means that the loopy patterns in Fig. 2.8 are not symmetrical
about the planet in such a way that the loop which is immediately behind
the planet is closer to the planet than that in front of it. The magnitude of
this effect is dependent on particle size (β). The concentration of all the loops
from the different resonances and particle sizes behind the planet causes a
clump to follow the planet around its orbit. This is sometimes referred to as a
trailing wake. This effect was responsible for the discovery of the first resonant
ring, since the zodiacal cloud was found to always be brighter in the direction
behind the Earth’s motion than in front of it [14]. This was interpreted as
dust trapped in q = 1 resonances close to the Earth (i.e., with p > 3) (see
top left panel of Fig. 2.11). The structure of the Earth’s trailing wake will
soon be known in great detail, as the infrared satellite Spitzer is currently
flying directly through the middle of it. There is no evidence for a resonant

Fig. 2.11. Spatial distribution of dust which has migrated into the resonance of a
planet forming a resonant ring. The structure of the ring depends on the mass and
eccentricity of the planet [41], and examples of the four types of structure are taken
from published models: low Mpl, low epl (model for the Earth’s resonant ring [14]);
high Mpl, low epl (model for the Vega dust ring [60]); low Mpl, high epl (model for
the ε Eridani dust ring [63]); high Mpl, high epl (model for the Vega dust ring [83])
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ring associated with Mars [42], but recent evidence shows that Venus has a
resonant ring [44].

The structure of a resonant ring depends on the mass of the planet, be-
cause the resonant forces from a more massive planet are stronger meaning
that dust can be trapped into resonances that are further from the planet,
e.g., the 3:2 and p = 1 resonance such as the 2:1 and 3:1 resonances (see top
right panel of Fig. 2.11). The ring structure is also dependent on the planet’s
eccentricity [41] (bottom panels of Fig. 2.11). However, one of the most im-
portant factors which determines that structure is the spatial distribution of
source planetesimals and the size distribution of particles encountering the
different resonances, since it is that determines which resonances are popu-
lated. It is not easy to ascertain the expected structure of a resonant ring,
since a complete resonant ring model would have to consider the competition
between production and destruction in collisions and removal by P–R drag, on
top of which some fraction of the particles are trapped in different resonances
for varying durations. Needless to say, current models make some approxi-
mations, and typically ignore collisions and consider only a relatively narrow
range of particle sizes that are assumed to evolve independently [13, 55, 57].

One important point to consider is that for a resonant ring to form in
this way the dust must migrate inwards on a timescale that is shorter than
the timescale for it to be destroyed in collisions. As discussed in Sect. 2.3.4,
the role of P–R drag in affecting the orbits of dust in the disks which are
known about at present is negligible, since the collision timescale is short.
Thus, while stellar wind drag forces may increase the drag rate for late type
stars, the expectation is that resonant rings of this type are not present in the
known disks [87, 40]. This serves as a caution that it is dangerous to apply
our knowledge of the dynamical structures in the solar system’s dust cloud
[14, 47] directly to extrasolar systems without first having considered the dust
dynamics. However, the example of the solar system also demonstrates that,
once we are able to detect more tenuous debris disks, perturbations from
Neptune-mass planets will be readily detectable, and it will even be possible
to detect structures associated with planets as small as the Earth. In much
the same way as it is not yet possible to detect the putative planets around
stars like Vega, the dust structures associated with terrestrial planets may
also be easier to detect than the planets themselves.

2.6 Conclusions

This chapter has considered the types of structures seen in the dusty debris
disks of nearby stars (Sect. 2.2) and how those structures can be used to
determine the layout of their planetary systems, in terms of the distributions
of both planetesimals and planets. The text has dwelled on the successes of
the models at explaining the observed structures, because this illustrates the
elements that are essential to any debris disk model if the observations are
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to be successfully explained (Sect. 2.3), and because we are confident that we
understand how a planet would perturb a planetesimal belt in an idealised
system comprised of just one planet (Sect. 2.4) and to some extent how to
extrapolate that to consider how the planet would affect the observed dust
disk (Sect. 2.5). To summarize what we have learned: (i) the axisymmetric
structure of debris disks can mostly be explained by a model in which dust is
created in collisions in a narrow planetesimal belt and is subsequently acted
on by radiation forces; (ii) the asymmetric structure of debris disks can mostly
be explained by secular and resonant gravitational perturbations from unseen
planets acting on the planetesimal belt and dust derived from it.

Knowing the radial location of the planetesimal belts is important be-
cause this demonstrates where in a protoplanetary disk grain growth must
have continued to kilometer-sized planetesimals [90], and by analogy with the
solar system there is a reason to believe that the location of the planetesi-
mal belts tells us indirectly the whereabouts of unseen planets, although it
is worth bearing in mind that there may be alternative explanations for gaps
in the planetesimal distribution related to the physics of the protoplanetary
disk. Nevertheless, it appears that where we have the capability to look for
detailed disk structure, there is good correspondence between the asymmetric
structures observed with those expected if there are planets in these systems.
The modeling is also sufficiently advanced that the disk structure can be used
to infer information on the properties of the perturbing planets (such as the
planet’s mass, orbit, and even evolutionary history). The planet properties
which have been inferred in this way are particularly exciting when compared
with those of exoplanets discovered using the radial velocity and transit tech-
niques. Figure 2.12 shows how the debris disk planets are similar to Uranus
and Neptune in the solar system, occupying a unique region of parameter
space. This is possible because the large size of debris disks means that the
planets perturbing them are most often at large orbital radii, and it is easy for
planets as small as Neptune to impose structure on a debris disk. There is also
the tantalizing possibility that in the future debris disk structures can be used
to identify planets analogous to the Earth and Venus in extrasolar systems.

However, while it is incontrovertible that if there are planets present they
would impose structure on a disk, the question of whether we have already
seen these structures in extrasolar systems is still a matter for debate. In many
cases, the presence of an unseen planet is the only explanation for the observed
structures, but that does not mean that it has to be the right explanation.
The problem is that it is hard to confirm that the planets are there, since they
lie beyond the reach of radial velocity studies (see Fig. 2.12). Direct imaging
could detect planets at this distance if they were a few times Jupiter mass
[54], but not if they are Neptune mass. Thus the onus is on the models to
make other testable predictions, and some of these have already been made
(such as the orbital motion of the clumpy structures, and the disk structures
expected to be seen at different wavelengths) and will be tested in the coming
years. If these planets are confirmed, their addition onto plots like that shown
in Fig. 2.12 will be invaluable for constraining planet formation models [31].
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Fig. 2.12. Distribution of planet masses and semimajor axes. Solar system planets
are plotted as open circles, and those known from radial velocity and transit studies
with a plus (taken from the list on http://exoplanets.eu dated May 24, 2007). The
shaded region shows the current limits of radial velocity surveys for sun-like stars.
Debris disk planets inferred from disk structure (all awaiting confirmation) are shown
with filled circles. References for the plotted planet parameters are: HR4796 [91],
ε Eridani [60], Vega [86], HD141569 [88], η Corvi [93], Fomalhaut [64], β Pictoris
[19], although it should be noted that these parameters, particularly planet mass,
are often poorly constrained

It is also important to remember that this theory cannot yet predict the
quantities of small grains we would expect to see in any given disk. There are
too many uncertainties regarding the dust production mechanisms, and it is
possible that these processes may differ among stars with, e.g., different dust
compositions. Applying dynamical models of the kind presented in Sect. 2.3
to a greater number of resolved disk observations will help to understand
these differences. However, there is still the possibility that the problem is
more fundamental in a way which is best illustrated by the archetypal debris
disk Vega. The observed mass loss rate from β meteoroids in this system is
2M⊕/Myr, which indicates that this must be a transient, rather than a steady
state, component [73]. It is thus possible that the small grain population in
debris disks is inherently stochastic, perhaps influenced by input from recent
massive collisions [77]. Fortunately, it appears that the large grain component
of the majority of debris disks is evolving in steady state [95] and so can be
understood within the framework described in this chapter, and the same is
likely also true for the small grain component (it is just the relative quantities
of the different components that is less certain).
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However, the possibility must be considered that in some systems the ob-
served dust is transient in such a way that its origin will require a significant
overhaul to the models presented here. For example, there are a few cases of
sun-like stars surrounded by hot dust (e.g., Sect. 2.2.1) which cannot be main-
tained by steady-state production in a massive asteroid given the age of the
stars [94]. It is not clear what the origin of the transient event producing the
dust is. However, it is known that the quantity of planetesimals in the inner
solar system has had a stochastic component, notably involving a large influx
∼700 Myr after the solar system formed in an event known as the late heavy
bombardment, the origin of which is thought to have been a dynamical insta-
bility in the architecture of the giant planets [22]. So perhaps these systems
are telling us about the more complex dynamics of their planetary systems.
Given the complexity of planetary systems it seems inevitable that the models
presented in this chapter are just the start of a very exciting exploration of
the dynamics of extrasolar planetary systems.
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19. F. Freistetter, A. V. Krivov and T. Löhne: Astron. Astrophys. 466, 389 (2007) 67
20. D. A. Golimowski, et al.: Astron. J. 131, 3109 (2006) 41, 56
21. D. A. Golimowski, et al.: In: Spirit of Lyot 2007, http://www.lyot2007.org

(2007) 39, 44



2 Dynamics of Small Bodies in Planetary Systems 69

22. R. Gomes, H. F. Levison, K. Tsiganis and A. Morbidelli: Nature 435, 466 (2005) 68
23. J. R. Graham, P. G. Kalas and B. C. Matthews: Astrophys. J. 654, 595 (2007) 41
24. J. S. Greaves, et al.: Astrophys. J. 506, L133 (1998) 42, 44
25. J. S. Greaves, M. C. Wyatt, W. S. Holland and W. R. F. Dent: Mon. Not. Roy.

Astron. Soc. 351, L54 (2004) 38, 39, 42, 44
26. J. S. Greaves, et al.: Astrophys. J. 619, L187 (2005) 39, 42, 43, 44
27. J. M. Hahn and R. Malhotra: Astron. J. 117, 3041 (1999) 58
28. S. R. Heap, D. J. Lindler, T. M. Lanz, R. H. Cornett, I. Hubeny, S. P. Maran

and B. Woodgate: Astrophys. J. 539, 435 (2000) 39, 41, 42
29. W. S. Holland, et al.: Nature 392, 788 (1998) 39, 41, 42, 44
30. W. S. Holland, et al.: Astrophys. J. 582, 1141 (2003) 39, 42, 44, 50
31. S. Ida and D. N. C. Lin: Astrophys. J. 604, 388 (2004) 66
32. M. Jura: Astrophys. J. 603, 729 (2004) 50
33. P. Kalas: Astrophys. J. 635, L169 (2005) 39, 43
34. P. Kalas and D. Jewitt: Astron. J. 110, 794 (1995) 42
35. P. Kalas, J. R. Graham and M. Clampin: Nature 435, 1067 (2005) 39, 42, 43, 55
36. P. Kalas, J. R. Graham, M. C. Clampin and M. P. Fitzgerald: Astrophys. J.

637, L57 (2006) 39, 40, 42, 44
37. P. Kalas, M. P. Fitzgerald and J. R. Graham: Astrophys. J. 661, L85 (2007) 39, 42, 43
38. D. W. Koerner, A. I. Sargent and N. A. Ostroff: Astrophys. J. 560, L181 (2001) 39, 44
39. J. E. Krist, D. R. Ardila, D. A. Golimowski, M. Clampin and H. C. Ford:

Astron. J. 129, 1008 (2005) 42
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Abstract The collisional process between small bodies is one of the key processes
in the formation and evolution of a planetary system. Asteroids are the remnants
which kept the memory of collisional processes that took place in different regions of
our Solar System during its past and present history. Telescopic observations have
collected data of such records, such as the ones provided by asteroid dynamical fam-
ilies and their related dust bands. Meteorites, micrometeorites, and interplanetary
dust particles (IDPs), which are pieces of asteroids or comets collected on Earth,
provide also information on the material properties of these small bodies, although
they may only tell us about the strongest components capable of surviving the en-
try in Earth’s atmosphere. In order to understand the collisional process, impact
experiments have been performed in laboratory, using as targets terrestrial rocks
whose mechanical properties are similar to those of some meteorites. The results
of experiments together with numerical simulations and theoretical considerations
have led to the conclusion that most asteroids smaller than several tens of kilome-
ters in size have experienced major impact events, during which they have been
at least severely shattered so that cracks and voids could be formed in their inte-
rior. For those who underwent a catastrophic disruption as a result of a collision
at high impact energy, the outcome has been the formation of an asteroid family,
some of which are still identifiable in the main asteroid belt. During such an event,
the largest fragments that originate from the parent body can be large enough to
undergo gravitational re-accumulations, so that at the end of the process, the cluster
of fragments larger than a few hundreds of meters resulting from such a disruption is
mostly composed of gravitational aggregates or rubble piles. Spacecraft explorations
of multi-kilometer asteroids, namely 951 Gaspra, 243 Ida, and 433 Eros, who belong
to the S taxonomic class — the dominant class in the inner Solar System — revealed
that the surface of these bodies are shaped by impact processes, and that the bulk
density (2.6 and 2.67 g/cm3 for Ida and Eros, respectively) is generally lower than
the supposed grain density of their material. However, direct evidence of a rubble
pile structure has not been obtained, as the only information on their internal struc-
ture are inferred mostly from their surface properties. Conversely, in spite of its
small self-gravity, the sub-kilometer asteroid 25143 Itokawa explored by the JAXA
Hayabusa spacecraft in 2005 is the first S-class asteroid whose porosity is estimated
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to be as high as 40% (with a bulk density of 1.9 g/cm3) and thus is considered to be
a gravitational aggregate formed by reaccumulation of smaller pieces. The boulders
on Itokawa have shapes and structures similar to those of laboratory rock fragments,
suggesting some universal character of the disruption process. Since more and more
asteroids are believed to have substantial porosity, current studies on the collisional
disruption of solid bodies are to be extended to porous bodies, taking into account
microporisity effects which have been neglected so far. Such porous bodies are not
only present in the asteroid populations (Near-Earth Objects, main belt, and Trojan
asteroids) but they are also supposed to constitute the populations evolving in the
outer Solar System (Kuiper belt objects) and beyond (long-period comets). Thus,
understanding the collisional process for different kinds of material appears crucial
to determine its influence in the history of different populations of small bodies.

3.1 Introduction

Since the end of the accretion phase of the Solar System which led to the
formation of our planets approximately 4.5 Gyr ago, the outcomes of mutual
direct collisions between small bodies have mostly been disruptive and played
a major role in the formation, evolution, and shape of small body popula-
tions. The major collisional disruption zones in the Solar System are the main
asteroid belt [15], located between the orbits of Mars and Jupiter, and the
Edgeworth–Kuiper belt [17] beyond Neptune’s orbit. Mutual collisional ve-
locities are typically of the order of several kilometers per second in the main
asteroid belt [5], whereas they are about 1 km/s or less in the Kuiper belt
(e.g., [17]). The collisional process is very complex and is still poorly under-
stood, despite recent progresses. Thus, it is a major area of research which is
studied by three interrelated and complimentary approaches, namely, labora-
tory experiments, numerical modeling, and scaling theories [27]. Observations
of small bodies, both ground- and space-based, provide constraints to these
studies and evidence that the collisional process is still active. Asteroids have
been the targets of ground-based telescopic observations for more than two
centuries [20] and have become more recently the targets of space missions
(fly-by, in situ, and sample return). The observational data of asteroids are,
therefore, more and more abundant and have statistical significance in many
aspects. Additionally, we have the very samples from asteroids, i.e., mete-
orites, for in depth microscopic analyses. Therefore, the asteroids are so far
the most studied objects in terms of physical properties connected to the
collisional process.

In this chapter, a brief introduction to the current state of our knowledge
on asteroids is first exposed, allowing further reading of more detailed reviews
in recent literatures (e.g., [7]). Emphases are put on the evidence and processes
related to collisional disruption events. Basic equations and quantities that
are used to describe high-velocity collisions between solid bodies are then
given and the impact response of solid bodies is illustrated by addressing the
laboratory analog experiments. Finally, evidence of impact processes found
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on the small asteroid 25143 Itokawa explored by the JAXA (Japan Aerospace
Exploration Agency) Hayabusa spacecraft are introduced; open problems and
perspectives are then indicated.

3.2 Asteroids

3.2.1 Orbital and Size Distribution

Asteroids are small rocky bodies whose large majority do not have any signa-
ture of volatile activities. Only very recently, a few of them have been observed
to have some sporadic activities [29]. Most of these bodies are orbiting be-
tween Mars and Jupiter in a region called the Main Belt (MB hereafter). The
structure of the MB is dynamically constrained by the gravitational pertur-
bations of planets, and more particularly the biggest planet Jupiter. Mean
motion resonances with Jupiter, which occur at locations where the orbital
period of a small body is proportional to that of Jupiter, correspond to empty
zones in the MB called Kirkwood gaps, after the name of their discoverer.
Such gaps are a signature of the efficiency of such resonances to destabilize
the trajectory of small bodies located into them. Figure 3.1 shows the dis-
tribution of semi-major axis and inclination of the bodies in the MB. The
gaps are visible and are associated to those dynamical mechanisms such as
mean motion resonances with Jupiter, and secular resonances which occur
when the frequency of the longitude of perihelion of a small body is equal to
one of the proper frequencies of the Solar System generally associated to the
average frequency of the longitude of perihelion of a planet (such as the ν6

secular resonance associated to Saturn). Asteroids located in those resonances
are rapidly transported from the MB to the Near-Earth space due to the fast
increase of their eccentricity caused by the resonant dynamics. Thus, the ν6

secular resonance at the inner edge of the MB and the 3 : 1 mean motion res-
onance with Jupiter at 2.5 AU are among the most effective resonances that
supply asteroids to the near Earth object (NEO) population. The timescale
for increasing the eccentricity from MB value to Earth-crossing orbits is only
a few million years in these resonances [23, 42]. The median lifetime of the
NEO population is about 9 Myr [24], and the end-state is either a collision
with the Sun for 60% of them, an ejection outside Jupiter’s orbit for 30% of
them, or a collision with a planet for the rest of the population. However, this
population has been kept more or less in a steady-state number over more
than 3 Byr [35], as indicated by the dating and counting of Moon’s craters,
which suggest that the flux of impactors has been kept constant on average
(apart from some short fluctuations) over this period. This is due to the fact
that while some NEOs reach their end-state, collisions occur in the MB. These
collisions generate new fragments whose evolutions lead them to a resonance
and eventually to the Near-Earth space.

There are also populations of small bodies that lie farther away from the
Sun than the MB. The Trojan asteroids evolve in the 1 : 1 mean motion
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resonance with Jupiter on the same orbit as the planet, 60◦ before and after the
planet on the Lagrangian points L4 and L5 of the three-body problem. Small
bodies with perihelia greater than Jupiter’s semimajor axis (5.2 AU) and
semimajor axes smaller than that of Neptune (30.1 AU) are called Centaurs.
These objects originally come from the population of trans-Neptunian objects
(TNOs), also called Kuiper belt objects (KBOs), located beyond Neptune’s
orbit. In all these populations, small bodies with well-determined orbits have
been given a permanent number and a name, such as the small NEO 25143
Itokawa, the largest asteroid in the MB called 1 Ceres, the Centaur 5145
Pholus, and the first discovered TNO (15760) 1992 QB1.

The clusters of asteroids that are easily identified in the proper orbital el-
ement space in the MB are dynamical asteroid families. Proper elements are
quasi-integrals of motion which are more stable than the osculating elements,
although some mechanisms such as the Yarkovsky thermal effect can cause
slow variations over time. In such a proper element space, the points related
to real objects have a stronger link to their original place than in the osculat-
ing element space, which allows the identification of connected groups related
to asteroid families. In Fig. 3.1, three prominent asteroid families, Themis,
Eos, and Koronis families that were first discovered in 1918 [32] are indicated.
The origin of an asteroid family is the catastrophic disruption of a large as-
teroid (called the parent body of the family) as a result of a collision with a
smaller body. The largest children formed during such events, by reaccumula-
tion of small fragments of the parent body are the known family members (see
Michel’s chapter in this issue), which have been identified thanks to their large
enough size, spectra similarities, and small dispersion by ground-based obser-
vations. The finest portion of the ejecta from the parent body spreads further
and sometimes can be identified as dust bands associated to the family (see
Ishiguro and Ueno’s chapters in this issue). The age of a young asteroid family
is determined by directly tracking the orbital evolutions of the family members
backwards in time all the way to their starting orbits, provided that the time
since the birth event is not long enough to reach the time of unpredictability
of the orbital motions due to chaos and highly non-linear phenomena. The
Karin cluster is such a young group of asteroids produced by the disruption
of a ≈ 30 km-sized body, only 5.75 ± 0.2 Myr ago [50]. Because the proper
orbital elements of family members undergo some diffusion due to high-order
resonances and the Yarkovsky effect, which leads to a semimajor axis drift
depending on the object’s spin, orbit, and material properties [7], it is, as
we just said, impossible to determine the age of old families by direct orbital
integration backward in time based on purely dynamical considerations.

The number of asteroids increases with the absolute magnitude H. The
amount of the reflected sunlight from an asteroid is proportional to the square
of the diameter; the absolute magnitude H and the diameter D of an object
are related by the following expression:
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Fig. 3.1. The distribution of 5335 numbered asteroids with respect to proper semi-
major axis a and inclination i (see [40]; data from PDS Small Body Node). The inner
edge is determined by the ν6 secular resonance. The gap at 2.5 AU corresponds to
the location of the 3 : 1 mean motion resonance with Jupiter. Themis, Eos, and
Koronis asteroid families are indicated. See also Fig. 15 in Jewitt’s chapter in this
issue

D =
1329
√

pv
10−

H
5 (3.1)

where pv is the geometric albedo, whose value ranges from 0.04 to 0.4 in
the different taxonomic classes of the asteroid population. Thus, when the
albedo is not known, the diameter of an asteroid can roughly be estimated
with an ambiguity within a factor of a few. The cumulative size distribu-
tion of asteroids having a diameter larger than a given diameter D, called
N(> D), increases with decreasing D. A power-law is generally used to fit
this distribution with a power of about −2 in the range of 1–103 km (see also
Sect. 3.2.4), although the slope is still uncertain in the kilometer-sized range.
As for asteroid families, power-law exponents mostly in the range −2 to −4
are found for the size distribution of large members [70].

3.2.2 Asteriod Composition

The composition of asteroids is continuously investigated by remote-sensing
techniques, such as spectroscopy of the reflected sunlight from the surface, and
in laboratory by the analyses of meteorites. Establishing the link between as-
teroids and meteorites is crucial as it can provide clues on the composition and
internal structure of asteroids and on the orbital properties of the meteorites’
parent bodies. Moreover, an identified link would give answers to the ques-
tion of where in the Solar System those meteorites experienced the different
chemical and physical processes.
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The dynamical link between asteroids and meteorites can be studied both
by model calculations of the orbital evolutions of main belt asteroids and by
observationally determined orbits of meteorite falls [59]. Material connection
between asteroids and meteorites can be estimated from the visible and the
near-infrared (NIR) spectroscopic ground-based observations of asteroids and
X-ray and gamma-ray spectroscopic observations made in situ by spacecrafts
visiting an asteroid. The diagnostic features of silicates in the visible and NIR
reflectance spectra are two relatively narrow and symmetric absorption fea-
tures of pyroxene (at wavelengths of 0.9 and 1.9 μm) and a broad asymmetric
1 μm absorption feature of olivine. Different types of meteorites have been
related to different taxonomic classes of asteroids by a resemblance in color
and albedo. The taxonomic classification of asteroids has been extended from
the original one made in the 20th century. Asteroids were initially classified
into C and S (i.e., carbonaceous and stony)-classes [12], and then into several
classes, including M (metal)-class, but because some subtle differences have
been identified within each class, those initial classes have been split into
sub-classes [11]. Then, new classes have been defined, such as, for instance
the W-class, which is composed of M-class asteroids for which a 3 μm water
absorption band has been found in their spectra [57].

The most common taxonomic class in the inner MB is the S-class. S-class
asteroids typically have a geometric albedo of ∼ 0.15 [61] and the meteorites
believed to be associated to this class are the ordinary chondrites, the most
abundant meteorites collected on Earth’s surface. However, until recently, it
was not clear whether S-class asteroids are really the parent bodies of ordinary
chondrites, because a detailed comparison of the reflectance spectra shows a
mismatch in the spectral slope, albedo, and absorption band depth: the spec-
tra of S-class asteroids are redder and darker than those of ordinary chondrites
and the NIR silicate absorption bands are shallower [14]. This discrepancy has
then been understood as an effect of the space weathering which affects the top
thin surface of small bodies. Surface modification processes due to the space
environment, such as solar wind ion implantation, sputtering, and micromete-
orite bombardment and their resulting optical effects all correspond to what
is called space weathering. Indeed, X-ray fluorescence spectroscopy performed
on the asteroids 433 Eros and 25143 Itokawa shows that these bodies have
elemental compositions consistent with that of ordinary chondrites [52, 62].

C-class asteroids have low geometric albedo, typically ∼ 0.05, and mono-
tonic spectra in the visible wavelength range with ultraviolet absorption fea-
ture. They are believed to be the parent bodies of carbonaceous chondrites
and are abundant in the middle zone of the MB. Darker and redder colored
asteroids, which are considered to have more organics, are dominant in the
outer region of the MB and among Trojan asteroids (called D-class aster-
oids). The orbital distribution of the different asteroid classes, which shows
some groupings, is an indication that the degree of thermal metamorphism
and consequently the aqueous alteration depends on the heliocentric distance
from the Sun.
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3.2.3 Internal Structure

Mass estimates of asteroids were very limited until the beginning of space-
craft explorations towards asteroids and the precise determination of asteroid
orbits. The masses of the largest ones have been determined from mutual
close approaches and by their gravitational perturbations onto smaller ob-
jects. Moreover, the masses of visited asteroids could also be determined by
their perturbation on the observing spacescraft. Then, the discovery by the
Galileo spacescraft [13] of a satellite, called Dactyl, around the asteroid 243
Ida stimulated search efforts for binary systems. Now photometric light-curve
observations, radar-imaging observations, and direct imaging using adaptive
optics attached on the largest telescopes are used to detect binary systems.
Once the asteroid mass is determined, the bulk density can be calculated using
a shape model.

The current internal structure of asteroids is a consequence of their col-
lisional history. It can range from monolithic, fractured, and shattered due
to moderate impacts to gravitationally reagglomerated rubble piles. The bulk
density of an asteroid gives a first-order indication of its internal structure.
For instance, the C-class asteroid 253 Mathilde visited by the NEAR space-
craft in 1997 has a bulk density of 1.3 g/cm3 [68]. This is much lower than
the bulk density of carbonaceous chondrites. For example, CI and CM chon-
drites have average bulk densities of 2.1 and 2.2 g/cm3, whereas the aver-
age bulk densities of CR, CO, and CV chondrites are greater than 3 g/cm3

[9]. The low bulk density of Mathilde is interpreted as an indication of high
porosity inside the body. Note that the type of porosity measured in me-
teorites is microporosity, which is related to fractures, voids, and pores on
the scale of tens of micrometers. Based on their grain density (∼2.7 g/cm3),
CM chondrites have a degree of microporosity of about 12%. If Mathilde has
material components and microstructures similar to CM chondrites, its to-
tal porosity is ∼ 52% and its macroporosity accounts for ∼ 40%. The typical
macroporosity of S-class asteroids is about 20%, based on the bulk density
measured for Ida and Eros, 2.6 and 2.67 g/cm3, respectively, although the
500 m S-class asteroid 25413 Itokawa, with a bulk density of 1.9 g/cm3, has a
macroporosity of about 40%, similar to the one of the C-class Mathilde. This
shows the great diversity of asteroids’ properties, even in a same spectral
class.

These information about the internal structure are extremely important.
The outcome of a collisional disruption of an asteroid depends highly on its
mechanical properties [27, 38, 55] which constrain the transmission efficiency
of the impact energy throughout the body. For instance, the presence of five
big craters larger than 5 km in diameter on the surface of the asteroid Mathilde
is considered as an indication that porous asteroids are more robust against
impacts (absorb more greatly the impact energy). Indeed, based on our current
understanding, a non-porous object of similar size would not have survived
the impact events needed to create such craters. Actually, the transfer of the
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shock wave throughout the body, more efficient in a non-porous material,
would have destroyed it all.

As one can see, the information that we have on the internal structure of
small bodies are all indirect. Thus, only in situ investigations by space missions
will allow us to have a more direct characterization. However, even in this
case, challenging techniques will have to be used, such as radar tomography,
to characterize the properties deep inside an object.

3.2.4 Timescales of Processes During Asteroid Evolution Histories

The evolution history of asteroids can be illustrated by key timescales. The
collision lifetime τcol of an asteroid of diameter D has been estimated assuming
constant collisional velocities and impact rates over time, i.e., assuming the
orbital structure of asteroids does not change much during the population
history. Its expression is given by:

1
τcol(D)

=
∫

D∗
p

Pi

π
σcol n(D∗)dD∗ (3.2)

where D∗
p, Pi, σcol, and n(D) are the threshold diameter of a body that can

catastrophically break up the body of diameter D, the intrinsic collisional
probability in units of km−2 yr−1 (Pi is defined as the probability that a single
member of the impacting population will hit the target over a unit of time),
the collision cross-section, and the number of asteroids per unit diameter,
respectively ([16]).

To compute Pi and the average collisional velocity, Bottke et al. [5] took a
representative sample of MB asteroids (all 682 asteroids with D > 50 km) and
calculated the collision probabilities and impact velocities between all possible
pairs of asteroids, assuming fixed values of semimajor axis, eccentricity, and
inclination (a, e, i). Note that so-called Öpik-like codes like that in Bottke et
al. assume the orbits can be integrated over uniform distributions of longitudes
of apsides and nodes; this approximation is considered reasonable because
secular precession randomizes the orientations of asteroid orbits over ≈104 yr
timescales. However, it fails while an object is in a resonance. After all possible
orbital intersection positions for each projectile–target pair were evaluated and
weighted, it is found that MB objects striking one another have Pi = 2.86 ×
10−18 km−2/yr−1 and a collisional velocity equal to 5.3 km/s. These values
have then been corroborated by different authors and methods. Gravitational
focusing is generally neglected because escape velocities from asteroids are
≈m/s, whereas asteroid impact velocities are of the order of several kilometers
per second. Thus, the collisional cross-section is expressed as:

σcol =
π(D + D∗)2

4
. (3.3)

The size distribution of asteroids n(D) can undergo some slight changes
over time due to the dynamical and collisional evolution of the population,
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but the current size distribution can still be approximated by analytical forms
(e.g., [25]):

n(D)dD = 2.7 × 1012D−2.95 dD for D > 100 m (3.4)

Then (3.2) can be approximated to ([18]),

1
τcol(D)

∼ PiD
2

4
N(> D) (3.5)

N(> D) =
∫

D∗
p

n(D∗)dD∗ (3.6)

The threshold diameter D∗ is determined by the impact physics and will
be discussed in the next section. A typical value for D∗ used in the current
studies for a 10 km-diameter asteroid is 600−700 m [27]. Because the number
of asteroids larger than 600 − 700 m in diameter calculated by the (3.6) is
∼ 5 × 106, τcol(D = 10 km) ∼ 3 Gyr in agreement with current estimates of
the collision lifetime of 10 km-sized asteroid in the MB by the latest collisional
evolution models [8, 51].

The orbit of small asteroids is changed by the Yarkovsky effect on timescales
smaller than their collisional lifetime. The semimajor axis displacement δa
that a stony body having a diameter of 0.01 km can undergo is estimated
to be about 0.001 AU/Myr, while it is about 2–5 × 10−5 AU/ Myr for 2–4
km diameter asteroids [6]. Thus, the mobility δa decreases with the size of
the body. These values of δa have important dynamical consequences. For
instance, 0.01–0.1 AU are typical distances that a MB meteoroid might have
to travel to reach a powerful resonance, and diffusing on such distances would
require 10–100 Myr only. Therefore, meteorites do not have to be directly
injected into a resonance as a result of their parent body disruption. They
can rather be created further away from the resonance and then be injected
into it as a result of the Yarkovsky effect after a few 10 Myr. Then, although
the transport to the Earth once inside the resonance is short (only a few mil-
lion years), this scenario explains why the cosmic ray exposure age (CRE,
see further) measured for most meteorites is greater than the short transport
timescale by resonances (see, e.g., [41]). Similarly, the orbital distribution of
members of old families, such as Koronis, can be explained by a combination
of the Yarkovsky effect and diffusion in high order resonances, starting from
the initial spreading produced by the disruption of the parent body, which is
likely narrower than the observed one.

On the course of their dynamical and collisional evolutions, the surface of
asteroids is processed in the interplanetary environment. The already men-
tioned space weathering is one of the material processing that can be remotely
detected. The timescale of this process is not well established at present [53].
The degree of the damage by cosmic ray is analyzed on meteorites. CRE ages
of the most common meteorites, i.e., the ordinary chondrites, range from a few
million years to ∼100 Myr [36]. CRE ages give the length of time a body has
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been exposed in space as a meter-scale object or near the surface of a larger
body and therefore can be used to estimate the time between the liberation
from the parent body and the arrival on Earth’s ground.

3.3 Disruption by Hypervelocity Impact

3.3.1 Initial Shock Pressure and Propagation

When two small bodies collide with each other with a velocity of the order
of kilometers per second, shock waves are generated and propagate in these
bodies. Figure 3.2 shows a schematic view of a collision. The shock wave
velocity Us is well approximated by a linear relationship with the particle
velocity up for the considered velocity range (see Fig. 3.3). Its expression is
given by:

Usk = CBk + skupk (k = p, t) (3.7)

where the subscripts p and t denote each of the two colliding bodies, i.e.,
the projectile (conventionally considered as the smaller body involved) and
the target. Here CB and s are the bulk sound velocity and a dimensionless
constant of the order of unity, respectively. In a planar impact approximation,
the pressure at contact P is:

Pk − P0k = ρ0kUskupk (k = p, t) (3.8)

where P0 is the pressure before the compression, which can be neglected in
most cases, and ρ0 is the bulk density. This is one of the Hugoniot equations
(see e.g. [37]). The pressure is determined under the following two boundary
conditions at the surface of contact between the two bodies: (1) the pressure
balance and (2) the equality of particle velocity in both bodies. The first
condition expresses as:

Pt = Pp (3.9)

and the second condition is:

upt = Vi − upp (3.10)

where Vi is the impact velocity.
If the two bodies are made of the same material, then

upt = upp =
Vi

2
(3.11)

and

Pp = Pt = ρ0

(
CB + s

Vi

2

)
Vi

2
. (3.12)

The initial shock pressure during the collision is of the order of tens of
GPa in the MB, where typical collision velocities are of several kilometers per
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Fig. 3.2. Schematic view of a collision

Fig. 3.3. Relationship between shock and particle velocities for two meteorites,
namely Murchison (carbonaceous chondrite, CM2) and Bruderheim (ordinary chon-
drite, L6) [2], and Kinosaki basalt [48]. The values of the bulk density ρ0 are 2.2,
3.3, 2.7 g/cm3, respectively; those of the bulk sound velocity CB are 1.87, 3.11, 3.0
km/s, respectively, and those of the constant s are 1.48, 1.62, and 1.5, respectively

second [5]. This is about (or more than) 100 times the compressive strength of
terrestrial rocks. Since brittle materials are weaker by an order of magnitude
in tension than in compression, such mutual collisions naturally lead to the
breakup of the small rocky bodies involved in the collision. The level of initial
pressure is only marginal with respect to the level required for partial rock
melting, which is typically in the range between 50 and 100 GPa [37]. However,
some shock effects are identified on minerals and meteorites at a pressure level
less than 50 GPa.

The pressure of the shock wave decays in the body with the propaga-
tion distance from the impact point, with a rate depending on the material
and on the pressure level [26]. The pressure rapidly decays in a strong shock
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Fig. 3.4. Experimentally determined shock pressure decay in Kinosaki basalt [49].
The pressure Pt(x) at the propagation distance x is normalized by the initial peak
pressure Pt. The radius d/2 of the projectile was 4.5, 4.5, and 14 mm for experiments
with initial Pt = 31, 16, and 7 GPa, respectively. The projectile’s shape was a disk
(with thickness about one-ninth of the diameter) for the 31 and 7 GPa experiments
and a cylinder (with height equal to the diameter) in the 16 GPa experiment

regime where the particle velocity is much larger than the sound velocity,
i.e., up >> CB. Figure 3.4 shows a typical decay curve of non-porous rocks
in the intermediate regime, where up ∼ CB, and illustrates that the initial
shock pressure decreases by three orders of magnitude when the wave travels
a distance of a few tenths of the projectile’s radius.

3.3.2 Hyper-Velocity Impact Experiment Conditions

In a typical set-up, a two-stage light-gas gun is used to accelerate a millimeter–
or centimeter–sized projectile to the velocities involved in asteroidal collisions
(several kilometers per second). Powders are fired in the first stage and the
combustion gas gives pressure to a plastic piston which in turn compresses a
light gas in the second stage. The projectile is accelerated by the light gas,
i.e., H or He, and the velocity is limited by the sound velocity of the light
gas. Projectiles are usually composed of plastics or metals. To avoid that the
projectile breaks in the gun muzzle, a sabot is used to accelerate the projectile.
As for the targets, a wide variety of materials have been used, including rocks,
ices, and even sands in a thin paper bag [67].

Material properties of the targets, which have important influence on the
collisional and cratering processes, are the bulk density, the yield strength,
the compressive, shear, and tensile strengths ([3], see also Michel’s chapter in
this issue), the porosity, the longitudinal and transversal wave velocities, and
the Hugoniot parameters (e.g., CB and s in (3.7)). The measurements of these
material properties have been performed for terrestrial rocks, although some
of them require sophisticated instrumentations. Other material parameters
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used in numerical simulations of impact disruption are the Weibull parame-
ters, which represent the distribution of incipient flaws in the material. These
parameters have recently been measured for one of the materials used in previ-
ous impact disruption experiments (see Sect. 3.3.3). Among all these material
parameters, only the bulk density and inferred porosity have been determined
for some asteroids. Other material properties have not been measured directly
for asteroids and comets, so all our understanding of the collisional process
relies on terrestrial rocks and meteorites.

Fig. 3.5. Elastic wave velocities in L-type and H-type ordinary chondrites [69] and
terrestrial rocks used in previous analog impact experiments [60]

Meteorites are the only materials available in laboratory which are more
or less directly connected to some asteroids. However, meteorites have only
been used in a few impact experiments, due to the small volumes of sample
available. Therefore, terrestrial rocks and synthesized materials are more com-
monly used. Figure 3.5 shows elastic wave velocities in ordinary chondrites [69]
and in materials used in previous analog impact experiments [60]. Figures 3.3
and 3.5 indicate that the terrestrial rocks used in previous analog experiments
have some of their mechanical properties which are similar to those of ordinary
chondrites. However, there are three distinct problems that prevent to make a
direct link between the material constituing meteorites and asteroid material.
First, we do not have samples for all the asteroid taxonomic classes. In par-
ticular, our collection is likely to be biased toward material coming from the
inner part of the asteroid belt. Second, our collection has probably suffered
greatly from a selection effect against weaker materials, as only the strongest
material can survive the dynamical pressure undergone during atmospheric
entry and transit. For example, analyses of the trajectory of a meteorite’s fall
have suggested that meter-class, stony, near-Earth asteroids (NEAs) have ten-
sile strengths more than an order of magnitude lower than those measured for
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ordinary chondrites [10]. Third, there is a great difference between asteroids
and meteorites in size scale. It is known that the strength of brittle materials
decreases with size, because larger rocks have statistically a higher probability
to contain a weaker part (larger incipient flaws) in their volume than smaller
rocks. This will be discussed in the next section. Moreover, asteroids are found
to have a smaller bulk density than taxonomically corresponding meteorites,
indicating higher internal porosity in those bodies than in meteorites.

Therefore, although meteorites are rich in information (in particular, con-
cerning the chronology of our Solar System), their physical properties may
not be representative of those of the material that evolves in space. Thus,
our understanding of the material properties of asteroids is still very limited.
Similarly, our understanding of material behavior under impacts is limited to
terrestrial rocks, and we can just hope that our findings can still provide us
information that are relevant to asteroid disruption events.

3.3.3 Distribution of Incipient Flaws in a Rock:
The Weibull Parameters

Natural materials intrinsically have non-uniform physical properties. This
non-uniformity often becomes the major source of scattering in the outcome
of collisional disruptions of rocks in laboratory experiments under same initial
conditions. For example, everything else being equal in experimental condi-
tions, targets cut out from a same large block of rock break differently one
another, due to the one by one different strength of these targets. The statis-
tical behavior of the material strength is usually expressed [66] by a Weibull
distribution:

n(σ) = K

(
σ

σN

)m

(3.13)

where n(σ) is the density number of flaws in a rock that activate at a stress
not greater than σ [66], K is constant, and m and σN are the constant Weibull
parameters (note that in the literature, the Weibull parameters are indicated
to be m and k, where k is related to K and σN). The probability of failure
Pprobability of a specimen of a given volume at the stress σ is represented by:

Pprobability(σ) = 1 − exp
[
−

(
σ

σN

)m]
(3.14)

where m and σN are called shape and scale, respectively. The value of m gives
an indication of the degree of homogeneity within the material. Higher values
of m indicate that flaws are more evenly distributed throughout the material,
and consequently, the strength is nearly independent of the volume of the
specimen. Lower values of m indicate that flaws are fewer and less evenly
distributed, causing greater scatter in strength. The characteristic stress σN

is the stress at which 63.2% of similar units subjected to stress will have failed.
It is only recently that the Weibull parameters of the target material used

in impact experiments have been experimentally determined [46]. Figure 3.6
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shows the X-ray CT-scan image of a basalt target used in previous impact
disruption experiments and the measured result of the probability of failure
under static loading. The value of the shape parameter m is in the range
of 15–17 for this material and is higher than the value used in numerical
simulations of the impact disruption of this material (using about 9–9.5).

Fig. 3.6. Left: X-ray CT-scan image (diameter is 4.2 mm, taken by XMS-BS9, Mi-
croscopic Scan Co.) of a basalt target used in some impact experiments with in-depth
data [43, 44]. Right: Probability of failure Pprobability in a diametral compression test
of a basalt specimen of diameter 10 mm and thickness 5 mm [46]

The dependency of material strength on target’s size is directly related to
the Weibull distribution of incipient flaws. Indeed, the minimum stress σmin

at which a flaw in a target of volume V activates is derived from n(σmin) =
1/V = K(σmin/σN)m. Thus, we have:

σmin = σN(KV )−1/m. (3.15)

The threshold for failure σmin thus goes with the −3/m power of the target’s
size, and therefore, larger targets start to break at lower stresses than smaller
ones. Hence, for m = 6, the strength is proportional to r−1/2, where r is the
body’s radius, and such a decrease of strength with body’s size is often used
in collisional evolution models.

3.3.4 Outcome of Collisional Disruption

Largest Fragment

One of the most fundamental result of an impact disruption is the degree
of fragmentation as a function of the impact initial conditions. The mass
fraction of the largest fragment to the original target is commonly used as the
indicator of the degree of fragmentation. When the stress level of the wave



86 A.M. Nakamura and P. Michel

in the target at the antipodal point from the impact point is larger than the
tensile strength of the target, the antipodal surface is removed (broken off)
due to tensile failure and the largest fragment corresponds to an internal part
of the target. It is usually called in this case a core fragment. Fine fragments
are rather generated in the vicinity of the impact point. Such tensile failure at
the target surface is called spallation and is also seen in laboratory cratering
impacts on brittle materials. Figure 3.7 shows an example of a core fragment.
On the other hand, when the stress level of the wave in the target is low due
to either poor transmissivity of the shock wave by the target material or low
initial pressure, spallation does not occur and cone-shaped largest fragments
with their tops heading at the impact point are created.

impact point 

antipodal 
point 

core fragment 

fine fragments 

Fig. 3.7. A core fragment from a 6 cm diameter basalt disruption experiment [44]

The most direct indication of the impact condition is the energy density,
also called specific impact energy Q, defined as the kinetic energy of the pro-
jectile (the smaller of the two colliding bodies) divided by the mass of the
target in the frame where the target is at rest. Because the initial pressure
and the following pressure decay are different depending on the impact ve-
locity or the impacting materials (e.g., a iron–rock collision involves much
higher initial pressure than a rock–rock collision), they cannot be used as an
intrinsic indicator for impact events with different impact velocities or involv-
ing very different materials from solid rocks. Conversely, the energy density is
commonly used as a reference not only in laboratory experiments but also in
numerical simulations of the collisional disruption and evolution of asteroids.
The threshold value for catastrophic disruption, Q∗, is defined as the impact
energy required to produce a largest remaining piece whose mass corresponds
to 50% of the mass of the original body [21, 27]. Then assuming that both
bodies have the same bulk density, the projectile diameter D∗ needed for
catastrophically disrupting an object of diameter D with an impact velocity
Vi is
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D∗ =
(

2Q∗

V 2
i

)(1/3)

D (3.16)

Generally, it is determined for a fixed impact velocity, and its trend is
analyzed as a function of the target’s size by adjusting the projectile’s mass.
Usually, impact velocities consistent with the ones in the MB (about 5 km/s)
are considered, but then, one should note that the curves of Q∗ as a function of
diameter published for this velocity, in principle, cannot be used for collisions
made at other velocities.

The specific impact energy to shatter an object, Q∗
S, is defined as the

threshold value at which the largest remaining intact piece immediately fol-
lowing the fragmentation contains 50% of the mass of the original body. We
refer to it as the shattering energy. At large body sizes (above a few hun-
dred meters), the shattered pieces may reaccumulate due to their mutual
gravitational attractions, depending on their velocity relative to their mu-
tual escape velocity. Therefore, at those large sizes, in the so-called gravity
regime, a higher impact energy threshold Q∗

D is defined and corresponds to
the specific energy such that the largest fragment (which may be produced by
reaccumulation of smaller ones) contains 50% of the mass of the original body.
This is called the threshold energy for disruption. Note that in the strength
regime where gravity is negligible, Q∗

S = Q∗
D. A typical value of Q∗

S for a
centimeter-scale rocky target is ≈107 erg/g at impact velocities consistent
with MB values. The value of Q∗

S is extrapolated at larger target’s sizes from
the experimental values at centimeter-sized by numerical simulations or using
some scaling laws. However, due to our poor understanding of the process of
fragmentation, depending on the assumptions and models used, the extrap-
olated value of Q∗

S can vary by several orders of magnitude at a given size
[27]. Although the gravity regime should be better understood, as Newton’s
law of gravity is well-known compared to the concept of solid strength, the
body’s size at which the transition occurs between the strength and gravity
regime (where Q∗

S starts to differ with Q∗
D) is still a subject of debates and is

somewhere in the range between a few hundred of meters to a few kilometers
according to various studies. Small body populations are composed of bodies
with a wide range of material properties, and several evidence point toward
the presence of bodies with a high degree of porosity (e.g., [9, 22]). As a con-
sequence, determining the outcome of the disruption of a porous body is now
considered to be extremely important for studying the origin and collisional
evolution of small body populations, and for determining efficient mitigation
strategies against a threatening NEO. Generally, the impact energy threshold
for disruption depends on material strength and gravity when the body is
large enough [27]; however, porosity plays a complicated role. The static com-
pressive strength (S) of porous material is usually lower than that of dense
material, as indicated by an empirical formula known for ceramics [56], given
by S = c1e−c2(1−φ), where c1 and c2 are constant, and φ denotes the filling
factor, (1− φ) being the porosity. On one hand, with increasing porosity, the
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target body has a weaker tensile strength. On the other hand, the increasing
volume of void space decreases the transmission efficiency of stress waves in
the target body, so that porous bodies appear stronger against impact.

The impact response of a small body, and consequently, the mass of the
largest remnant from its disruption are thus highly sensitive to material prop-
erties and especially to the degree of porosity. Therefore, it is crucial to have
a better knowledge of the collisional process as a function of the internal
structure of the bodies, and to determine those properties for the real ob-
jects belonging to the different populations of small bodies. This last part
will require the development of in situ space missions toward different bodies,
as from the ground, only a limited knowledge can be inferred from the light
emitted from their surface.

Fragment Size, Shape, Velocity, and Spin Distributions
in Small-Scale Laboratory Experiments

In laboratory experiments, the masses of the largest fragments are measured.
The masses (sizes) of largest fragments are highly dependent on the impact
conditions such as the energy density and the geometry of the collision char-
acterized by the target’s shape and the impact angle of the projectile. The size
distribution of smaller fragments is derived from either the masses of individ-
ual fragments or from the total mass of fragments in each size range binned
by sieves with different opening sizes [60]. The size distribution of smaller
fragments whose sizes are typically equal to or smaller than ∼1 mm in usual
laboratory centimeter-scale disruption experiments, is not highly sensitive to
the impact conditions. The differential size distribution of fragments from a
rocky body can often be well fitted with a power index between −3 and −3.5.
Interestingly, a power-law exponent of −3.5 is also used for the size distribu-
tion of interstellar dust grains (MRN-distribution [34]). The size distribution
of even smaller fragments (fine fragments) with sizes less than 10 μm is in-
vestigated at specific directions from the impact point using witness plates
[45]. The size distribution of fine fragments from basalt targets shows similar
power-law index to that of ∼ 10 μm −1 mm fragments. The ones for chondrites
also show a similar tendency [19].

The shape of fragments is investigated using high-speed images taken dur-
ing impact experiments or is directly measured using a slide caliper. The shape
is charaterized by the axial ratios, B/A and C/A, in an ellipsoid approxima-
tion (with A>B>C). One method starts by measuring the largest dimension
of the fragment, A, and the other method starts by measuring the smallest
dimension of the fragment, C. These two main methods of measurement of
the axes can lead to different results. Fragments from catastrophic disruptions
rarely have B/A or C/A ratios below 0.3 and 0.2, respectively. The mean val-
ues cluster around 0.7 and 0.5 over widely different experimental conditions
[21]. In cratering events, larger fragments are presumably spall fragments and
have plate-like shapes. It has been reported that most of the spall fragments
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from craters excavated in Gabbro had B/A values greater than 0.6 and C/A
values less than 0.25 [54].

The surface roughness of fragments is investigated by fractal analysis. The
fractal dimension is not dependent on the degree of fragmentation and the
value determined by a divider method is ∼2.1 − 2.4 (see [31]).

In general, fragment velocities and rotational frequencies are the highest
near the impact point and decrease with increasing distance from this site.
Surface fragments tend to have higher velocities than fragments from the in-
terior of the target. The upper bounds of the fragment velocity and rotational
frequency distributions usually decrease with increasing fragment’s size ([27]).

3.4 Impact Process on Asteorid 25413 Itokawa

In 1991, a MB S-class asteroid 951 Gaspra was visited during a fly-by of the
NASA Galileo spacecraft [63]. Gaspra has an irregular shape of 19 × 12 × 11
km and has a great number of small craters and grooves on its surface as
well as color variations suggesting some space weathering effect. In 1993,
the Galileo spacecraft made a fly-by to another MB S-class asteroid called
243 Ida [4]. Ida is a body of 58 km long. It belongs to the Koronis fam-
ily and was found to have a 1.4 km diameter moon, called 243(1) Dactyl.
Owing to the discovery of this tiny satellite, the bulk density of Ida was de-
termined to be 2.6 g/cm3. Next, a MB C-class asteroid 253 Mathilde was
visited during a fly-by of the NASA NEAR spacecraft [64]. Mathilde is a
66 × 48 × 46 km body with a very slow rotational period of 17.4 days. The
bulk density of the body was found to be 1.3 g/cm3. This small value led to
the conclusion that the asteroid contains 40% or more macroporosity. There
are at least five craters larger than 5 km in size on Mathilde and this was
also interpreted as a piece of evidence that Mathilde has a high fraction
of vacuum space inside, which allowed the whole body to survive the im-
pacts that created those craters. The high porosity effectively attenuates the
shock waves generated by such impacts and helps to maintain the whole body
intact. Otherwise, it was believed that the impact energy needed to form
such large craters should have disrupted the body if there was no dissipa-
tion mechanism of this energy. Although Mathilde has such a high porosity,
it is not clear if Mathilde is a reaccumulated body from a major impact
event. Mathilde may be as likely a primitive porous body. In February 2000,
the NEAR spacecraft was inserted into orbit around 433 Eros, the second
largest NEO, and was renamed the NEAR-Shoemaker spacescraft [65]. Eros
is a S-class NEO whose size is 33×13×13 km. Its bulk density is 2.67 g/cm3,
which is close to the value estimated for Ida. During the ∼1-year mission
in orbit around Eros, more than a hundred of thousands images were taken.
The presence of global ridges and grooves and higher order gravitational data
all indicate that Eros has at least partially a cohesive, homogeneous interior
in spite of ∼ 20% of macroporosity. This percentage of porosity is inferred
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from spectral data which suggest that Eros has a similar composition to or-
dinary chondrites. Thus, the total porosity can be estimated from the ratio
of the bulk density of Eros (2.67 g/cm3) and the grain density of the com-
ponent minerals (3.75 g/cm3, when assuming L-chondrites composition) to
be (1 − 2.67/3.75) × 100 = 28.8%. Since the microporosity of L-chondrites is
on average 10.8%, assuming a same level of microporosity in Eros leads to a
macroporosity of 18% within this asteroid [9]. Therefore, S-class bodies are
usually not interpreted as being extremely porous and their porosity is rather
considered as macroporosity. Conversely, the porosity indicated for dark-type
(e.g., C-class) bodies is considered as being composed of microporosity at
higher levels in addition to large voids and fractures. The material constitu-
ing these bodies is thus believed to be porous at micro-scale, which makes
them behave differently than non-porous (or macro-porous) bodies during
impact phenomena.

In 2005, the JAXA Hayabusa spacecraft performed a sample return mis-
sion to the S-class NEO 25143 Itokawa, whose length is about 500 m (see
Fig. 3.8). Although the return of the sample is not guaranteed yet, the mis-
sion is already considered as a great success in the scientific community, given
the wealth of new information and surprises that it provided by the images and
measurements made during the visit of the spacescraft. Itokawa is the smallest
asteroid that has ever been visited by an artificial satellite. The largest boulder
(Yoshinodai) lying on its surface is one-tenth the size of the whole asteroid.
Yoshinodai and other ten meter-size boulders are too large to be generated
from any impact crater candidates on Itokawa. The bulk density of Itokawa
is 1.9 g/cm3 [1] and is far below the values found for other S-class asteroids.
These facts collectively strongly suggest that Itokawa is a gravitationally reac-
cumulated asteroid from a major impact disruption of a parent asteroid [22].
Therefore, images of the boulders on Itokawa’s surface with pixel resolution

Fig. 3.8. An overview of the asteroid 25143 Itokawa ((c) ISAS/JAXA). Scale hori-
zontal bar= 100 m. The boulder at the left end is the largest boulder (Yoshinodai).
Boulders in circles appear as if they were originated from a single larger boulder or
two large boulders which underwent cratering impact on Itokawa’s surface [47]
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of ∼ 6 mm to ∼ 70 cm taken by the Asteroid Multi-band Imaging CAmera
(AMICA) provide us with the actual outcome of the collisional disruption
event of the parent body of a subkilometer-sized asteroid [58].

The boulders on Itokawa exhibit a wide spectrum of angularities and ir-
regularities. There are thin, flat-looking boulders, angular and conical boul-
ders, and irregularly shaped (wavy-shaped) boulders. A similar variety is also
found for fragments in laboratory. Figure 3.9 shows a comparison of boulders
on Itokawa and laboratory fragments from centimeter-sized targets collected
after impact experiments. Cracks and fractures are observed both on boulders
and experimental fragments.

Although there is a difference of many orders of magnitude in the scale and
complexity of the physical processes, as well as in the environment (gravity),
the similarities in shapes and structures of the boulders and the laboratory
fragments establish a bridge between disruption in laboratory of solid bodies
(governed by the growth and coalescence of microscopic flaws) and the nat-
ural collisional disruption process at larger scales in space. These similarities
suggest a universal character of at least some parts of the process throughout
these scales.

In principle, the impact process related to the boulders on Itokawa’s sur-
face is expected to be erosive because of the tiny gravitational attraction of
the body. The fraction of ejecta from a cratering process that have velocities
less than the escape velocity is dependent upon the strength of the surface
[28] if the crater is excavated on a cohesive surface. In the case of Itokawa,
the internal structure cannot be inferred with great details, but it is likely
that the thickness of the boulder layer does not exceed a few tens of me-
ters. When the impactor is large enough to penetrate into the boulder layer
and the bedrock, the fraction of the falling-back ejecta is governed by the
strength of the bedrock. Similarly, when the impactor is smaller than the size
of individual boulders, the fraction of the ejecta from a crater excavated on
a boulder itself that can fall back onto the surface is also controlled by the
strength of the boulder material. Since the escape velocity from the surface
of Itokawa is only 10–20 cm/s, the fraction of the ejecta that can fall back
on the surface is expected to be very small [39], unless there is a great dis-
sipation of energy during cratering events. Therefore, most of the boulders
on the surface should rather come from the collisional disruption event that
formed Itokawa and may also correspond to original boulders of the parent
body of Itokawa. The slope of the cumulative size distribution of boulders
on Itokawa’s surface is, however, close to −3 [39] which is steeper than the
size distributions of fine fragments in laboratory disruptions. One possible
explanation of this discrepancy is that some boulders may not be genuine in
the sense that some of them may have originated from a single larger boul-
der which was broken up during its fall back on the surface, or later by a
cratering event. In fact, boulder pairs or groups (or families) have been in-
dentified on Itokawa’s surface as shown in Fig. 3.8. These families of boulders
might well be the remnants of the impact disruptions of larger boulders on
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Fig. 3.9. Irregularly shaped fragments from laboratory impact experiments and
boulders on the surface of Itokawa ((c) ISAS/JAXA, [47])

the surface [47]. The other explanation is that at least some of the boulders
on the surface of Itokawa are original boulders belonging to the parent body
of Itokawa.

3.5 Summary and Perspectives

More than 200 years have passed since the first asteroid 1 Ceres was found in
1801 in Palermo by G. Piazzi [20], and our knowledge on asteroids has been
changed qualitatively and continuously during the last decades. Asteroids ap-
pear more active and complicated than ever thought. Many asteroid-satellite
and binary systems are being discovered and provide information on aster-
oid’s masses and bulk densities. The bulk density, which is lower than typical
bulk densities of small rocks, tells us that asteroid interiors contain generally
substantial void spaces. Moreover, the dynamical evolution of asteroids ap-
pears more complex as it is controlled not only by Kepler’s laws, but also by
interaction with photons, e.g., the Yarkovsky thermal effect. The interaction
with photons also affects the spin state of these bodies when their shape is
not spherical, which is the case of almost all of them, and when they are small
enough, and now there are a few observational evidence showing that this
so-called YORP effect has changed some real asteroid spin periods [30, 33].
Another observation shows the evidence of volatile activity on the surface of
bodies which reside in the main belt [29].

Although our understanding of the collisional evolution of asteroids sug-
gests that most of the ones whose size is at most a few tens of kilometers
have experienced major catastrophic disruption events and have fractured or
rubble pile internal structures (in agreement with measured bulk densities),
only one sub-kilometer asteroid, the smallest ever explored 25413 Itokawa, has
shown direct evidence that it is a gravitationally reaccumulated body. How-
ever, the detailed internal structure and birth scenario of Itokawa have not
been revealed yet. Space missions aiming at making a sample return and/or
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investigating deep into the interior using techniques such as radar tomography
are thus strongly required.

Studies of the collisional disruption of asteroids are performed by three
different approaches: laboratory experiments, numerical simulations, and the-
oretical scaling considerations. Laboratory disruption experiments of rocky
materials have provided a first-order understanding of the collisional disrup-
tion process of solid bodies. Now our study of collisinal disruption of such
bodies is to be extended to porous ones. Such extension, and its extrapolation
at larger sizes by numerical models will lead to a greater understanding of
the collisional response and evolution of the small bodies, in particular those
which evolve in the outer part of the main belt and further, e.g., Trojans
asteroids, Kuiper belt objects, and comets. It will then also be possible to
address the fundamental problem of collisional accretion which, during the
early history of our Solar System, led to the formation of our planets.
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Abstract During their evolutions, the small bodies of our Solar System are affected
by several mechanisms which can modify their properties. While dynamical mecha-
nisms are at the origin of their orbital variations, there are other mechanisms which
can change their shape, spin, and even their size when their strength threshold is
reached, resulting in their disruption. Such mechanisms have been identified and
studied, by both analytical and numerical tools. The main mechanisms that can
result in the disruption of a small body are collisional events, tidal perturbations,
and spin-ups. However, the efficiency of these mechanisms depends on the strength
of the material constituing the small body, which also plays a role in its possible
equilibrium shape. As it is often believed that most small bodies larger than a few
hundreds meters in radius are gravitational aggregates or rubble piles, i.e., cohesion-
less bodies, a fluid model is often used to determine their bulk densities, based on
their shape and assuming hydrostatic equilibrium. A representation by a fluid has
also been often used to estimate their tidal disruption (Roche) distance to a planet.
However, cohesionless bodies do not behave like fluids. In particular, they are sub-
jected to different failure criteria depending on the supposed strength model. This
chapter presents several important aspects of material strengths that are believed
to be adapted to Solar System small bodies and reviews the most recent studies
of the different mechanisms that can be at the origin of the disruption of these
bodies. Our understanding of the complex process of rock failure is still poor and
remains an open area of research. While our knowledge has improved on the disrup-
tion mechanisms of small bodies of our Solar System, there is still a large debate
on the appropriate strength models for these bodies. Moreover, material properties
of terrestrial rocks or meteorites are generally used to model small bodies in space,
and only space missions to some of these bodies devoted to precise in situ analysis
and sample return will allow us to determine whether those models are appropriate
or need to be revised.

4.1 Introduction

In our Solar System, there are several populations of small bodies, which
differ both by their locations and by their physical properties. While most
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asteroids evolve in the main belt, a region located between the orbits of Mars
and Jupiter, some of them originating from this region cross the orbits of the
terrestrial planets (the so-called Near-Earth Objects or NEOs), while another
population evolves on the same orbit as Jupiter on the L4 and L5 lagrangian
points (the so-called Trojan asteroids). Then, another population of small
bodies called Kuiper Belt Objects (or KBOs) evolves beyond the orbit of
Neptune and is at the origin of the Jupiter-Family Comets (JFCs). Finally,
the Long Period Comets (LPCs) come temporarily in the Solar System from
an external location called the Oort Cloud.

Small bodies of our Solar System are all affected by planetary gravitational
perturbations. Thus, their orbits are more or less stable, depending on their
locations. For instance, most NEOs are transported to Earth-crossing orbits
from the main belt as a result of their injection into mean motion resonances
with Jupiter, or secular ones with Saturn. These resonances increase their
orbital eccentricity such that their perihelion distance becomes eventually
shorter than 1 AU on only a few million years timescale (e.g., [5, 9]). The
population of JFCs is also transported from KBO orbits through resonant
channels, and finally the LPCs are believed to come from the Oort cloud due
to some stellar perturbations or galactic tides. Thus, these populations are all
dynamically active.

In addition to these changes in their trajectories, small bodies of our Solar
System can also undergo dramatic changes in their physical properties due
to different mechanisms. Lightcurves obtained by ground-based observations,
and images obtained from space missions, all show that these bodies can
have very irregular shapes and heavily cratered surfaces, indicating a quite
intense collisional activity. Moreover, spin rates give important clues about
the composition and strength of these bodies. Then, the presence of binary
objects, which represent about 15% of the main belt and NEO populations,
indicates that some processes are efficient to form such systems.

So, what are the mechanisms that can modify the physical properties of
a small body? We know at least three mechanisms which can be effective
enough to change the shape or disrupt a small body, depending on its strength.
The first most intuitive one is the collisional process. It is well known that
populations of small bodies evolve collisionally. Witnesses of these collisional
events are, for instance, the asteroid families in the main belt. About 20
asteroid families have been identified, and each corresponds to a group of
small bodies, who share the same orbital and spectral properties. From these
characteristics, reproduced recently by numerical simulations (see, e.g., [30]
and references therein), it is now established that an asteroid family is the
outcome of the disruption of a large asteroid due to an impact with another
small asteroid. As a consequence, a large asteroid is transformed into a group
of smaller bodies, and the shapes, sizes, spins, and orbits of these objects
depend on several parameters of the collision, one of them being the strength
of the parent body. The second mechanism which can lead to a change of the
physical properties of an object is the increase of its spin due to a thermal
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effect called the YORP effect [43]. When a rotating body has an irregular
shape, it can reemit the light received from the Sun in a different direction
than the one from which it received, and such difference in direction can lead
to a change of its spin rate. Although acting on long timescales, such effect
has recently been observed [22]. When an acceleration occurs, depending on
the strength and internal properties of the object, the spin can reach the
threshold above which the shape of the body is not in equilibrium anymore,
so that either the shape readjusts into another equilibrium or the body breaks
up. The third mechanism which can produce similar effects is due to tidal
encounters with a massive object (a planet). It is well known that below a
certain limit distance, tidal forces can cause the deformation or the disruption
of an object. This distance is known as the Roche limit for fluid bodies [38],
but as we will see, it can take different values and the bodies can take a
wide range of shapes at this distance when solid materials (with and without
cohesion) are considered.

The efficiency of all the mechanisms described above relies at least partially
on the assumed strength of the small body in which these mechanisms act.
This is why it is important that the definition of strength is clearly understood,
and this chapter addresses this problem. In Sect. 4.2, the definition of strength
is given for different kinds of materials. Section 4.3 summarizes the most
recent study on the spin limits of small bodies and what the observed spins
tell us on the strength and internal structure of these objects. The latest
results on the limit distances of small bodies to a planet as a function of
their strength are then presented in Sect. 4.4. Several reviews have already
been devoted to our current understanding of the collisional disruption of
small bodies based on numerical simulations (see, e.g., [29, 30]), therefore
this problem is briefly discussed in Sect. 4.5, concentrating only on the some
important issues and open areas. Discussions, conclusions, and perspectives
are then given in Sect. 4.6.

4.2 The Strength of Materials

4.2.1 What Do We Mean by Strength?

The behavior of a small solid body subjected to different forces is a wide area
of research, and the results depend at least partially on the definition used
for the strength of the material. In this section, we expose some important
concepts which can help better understand the meaning of strength of a small
body.

There is no doubt that the term “strength” is often used in imprecise
ways. Given the implications of this concept in different areas of study, we
believe that it is important to present it in different places to ensure that a
same language is spoken among researchers dealing with it. The description
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presented here is largely inspired from different works by Holsapple, and Hol-
sapple and Michel [15, 16, 31]. Materials such as rocks, soils, and ices, which
are the main constituents of small bodies of our Solar System, are complex
and characterized by several kinds of strength.

Generally, the concept of “strength” is a measure of an ability to withstand
stress. But stress, as a tensor, can take on many different forms. One of the
simplest is a uniaxial tension, for which one principal stress is positive and the
two others are zero. The tensile strength, i.e., the value of this stress at which
the specimen breaks, is often (mis)used to characterize material strength as a
whole. Thus, while it is common to equate “zero tensile strength” to a fluid
body, that is not correct. In fact, a body can both be solid and have no tensile
strength. For instance, dry sand has no tensile strength. However, contrary to
a fluid, dry sand and granular materials, in general, can withstand consider-
able shear stress when they are under pressure: that is why we can walk on
dry sand and not on water. Here comes into play a second kind of strength:
the shear strength which measures the ability to withstand pure shear. The
shear strength in a granular material under confining pressure comes from
the fact that the interlocking particles must move apart to slide over one an-
other, and the confining pressure resists that. A third kind of strength, the
compressive strength, governs the ability to withstand compressive uniaxial
stress. Thus, in general, a material has tensile strength, shear strength at zero
pressure (technically the “cohesion”), and compressive strength. In geological
materials, such as soils and rocks, the failure stresses depend strongly on the
confining pressure; as a result, these three strength values can be markedly
different. Then, contrary to a common assumption, a cohesionless body is sim-
ply a solid body whose cohesion (shear strength at zero pressure) is null, but
that does not mean that it does not have any shear strength under confining
pressure. For instance, there are strong evidence that probably most asteroids
greater than a few kilometers in diameter are rubble piles or gravitational
aggregates (see [36] for a definition of those terms). For such bodies, cohesion
can be ignored but they should not be represented by a fluid. In their case,
the confining pressure at the origin of the shear strength is played by their
self-gravity. Hence, a body can be cohesionless but nevertheless solid.

4.2.2 Failure Criteria of Solid Bodies

Once the strength of a material has been defined consistently, a failure law
is required to determine imminent failure states of stress. Failure criteria for
geological materials parallel the yield criteria for metals. Recall that the max-
imum stress at which a load can be applied without causing any permanent
deformation defines the elastic limit. It is also called the yield point, for which
it marks the initiation of plastic or irreversible deformation.

There are two common yield criteria for metals: the Tresca criterion and
the von Mises criterion. The Tresca criterion states that yield occurs when
the maximum shear stress on any plane reaches a critical value. The von
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Mises criterion replaces the shear stress with the square root of the second
invariant J2 of the deviatoric stress tensor (non-diagonal components of the
stress tensor), which depends on all shear stresses. A common assumption of
these criteria is that the average stress (pressure), given in terms of principal
stresses σi as P = (σ1 +σ2 +σ3)/3, has no effect. Then, in a plane in principal
stress space perpendicular to the pure pressure axis, the von Mises criterion
is a circle, while the Tresca criterion is a hexagon (see, for example, [7] for a
good discussion of various yield and failure criteria).

For geological materials, failure can also be described by two such criteria,
but with an important addition: because the allowable shear depends on the
confining pressure, the size of either of the circle or hexagon depends on the
pressure or normal stress. The Mohr–Coulomb criterion (MC) assumes that
the maximum shear stress on any plane (τmax) depends linearly on the normal
stress (σn) on the plane:

τmax = Y − σn tan(φ) (4.1)

where the constant of proportionality is the tangent of the angle of friction φ
and the constant Y is called the cohesion (shear strength at zero pressure);
both are material constants determined by experiments. This defines an en-
velope (limit curve) of maximum shear stress. Thus, compressive stress (neg-
ative) increases the allowable shear. In a three-dimensional principal stress
space, this criterion defines a hexagonal cylinder that increases linearly in
size for increasing pressure [7]. The MC criterion can be considered a Tresca
criterion generalized to account for the normal stress effect.

Another criterion called Drucker–Prager (DP) is also common model for
geological materials. The DP criterion can be considered a modification of
the von Mises criterion, which now assumes that the allowable shear stress
depends linearly on the confining pressure. The shear stress magnitude is
measured by the square root of the second invariant J2 of the deviator stress
(see (4.3)). Thus, the DP criterion is similar to models for linear friction and is
defined by two constants: one characterizes the “cohesion” (shear strength at
zero pressure), and the second characterizes the dependence on the confining
pressure and is related to the angle of friction. Those two constants determine
the tensile and compressive strengths. When the cohesion is zero, so is the
tensile strength, but not the compressive strength. Physically, the pressure
dependence is, as already explained, the consequence of the interlocking of
the granular particles and not the friction of the surfaces of the particles. In
fact, a closely packed mass of uniform rigid frictionless spherical particles has
an angle of friction about 23◦. So the term angle of friction is somewhat a
misnomer and angle of interlocking would be more correct. However, we will
keep using the usual name angle of friction. Figure 4.1 gives a representation
of the DP model. Using the three principal stresses σ1, σ2, σ3 (positive in
tension) of a general three-dimensional stress state, the pressure (positive in
tension) is given as:



104 P. Michel

P =
1
3
(σ1 + σ2 + σ3) (4.2)

and the square root of the second invariant of the deviator stress is:

√
J2 =

1√
6

√[
(σ1 − σ2)2 + (σ2 − σ3)2 + (σ3 − σ1)

2
]

(4.3)

Then, the DP failure criterion is generally given as:√
J2 ≤ k − 3sP (4.4)

which is illustrated as a straight line with slope 3s and intercept k in Fig. 4.1.
Clearly, negative pressure (compression) increases the allowable

√
J2 when s

is positive.
For the special case of a pure shear stress only,

√
J2 is just that shear

stress and the pressure P is zero. In Fig. 4.1, the uniaxial tension strength σT

has
√

J2 = 3−1/2σT and P = σT/3. The uniaxial compression strength σc has√
J2 = −3−1/2σC and P = σC/3.

The DP criterion can be made to match the MC one in all combinations
of pressure plus uniaxial compression if the parameters s and k are related to
the cohesion and the angle of friction φ used in the MC model. In particular,
the slope s is related to the angle of friction φ of the MC model by:

s =
2 sin φ√

3(3 − sinφ)
. (4.5)

Fig. 4.1. The Drucker–Prager failure criterion. The abscissa is positive in com-
pression. The four small squares indicate the failure condition in, respectively from
the left: tension, shear, compression, and a confined compression or tri-axial test.
The intercept at zero pressure at the value k is called the cohesion and the slope of
the line passing through k is 3s. From [16] and [31]
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The intercept k of the DP model is also the shear stress τ for failure in pure
shear. Technically, the term “cohesion” means the intercept value of shear
stress at zero pressure. When the cohesion is zero, so is the tensile strength,
and vice versa; both cases would have the envelope starting at the origin
in Fig. 4.1. For instance, an appropriate failure criterion for rubble piles is a
criterion for which those two measures are zero, while the plot shows the more
general case where they are non-zero.

The tensile stress σT for failure is located at the intersection of the tensile
line shown in Fig. 4.1 slopping to the left with the straight line representing
the criterion. Its value is given by:

σT =
√

3√
3s + 1

k. (4.6)

Similarly, the compressive failure occurs when the compression line intercepts
the failure line, and the resulting compressive stress is given by:

σP =
√

3√
3s + 1

k. (4.7)

Hence, the ratio of compressive strength to tensile strength is given by:

σC

σT
=

√
3s + 1√
3s − 1

(4.8)

which defines the slope of the DP criterion, i.e., the friction coefficient s.
To give an order of idea of the difference between those strengths, a com-

mon friction angle for rocks is 45◦, so that s = 0.356, and the ratio of compres-
sive strength to tensile strength is –4.22:1. In this case, from (4.6), the shear
stress for failure k would be 0.93 of σT, i.e., the shear and tensile strengths
are roughly equal.

This envelope is usually determined experimentally by a test known as a
“confined compression” or a “tri-axial” test. In such a test, a uniform confining
pressure is applied to a specimen in all directions, and the axial stress is
increased in compression until failure occurs when the envelope is reached.
This path is illustrated in Fig. 4.1.

Finally, from a practical point of view, the two criteria (MC and DP) can
offer different advantages. The MC model defines a maximum shear stress
directly, which is determined by the difference of the maximum and minimum
principal stresses. As a consequence, to use this criterion in algebraic manip-
ulations involving general stress states, one must first determine the principal
stresses, then which is the largest and which is the smallest. The result is a
difference in the algebra of the results in six different regimes, where the three
principal stress components take on different orderings. An example of the
six possible cases of the ordering of the stress magnitudes is given in Fig. 4
of [12]. Moreover, there are “corners” in the curves shown where the ordering
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of the principal stresses changes. In contrast, the DP criterion has a single
algebraic relation for all stress states. Thus, although the algebraic form of
that relation is more complicated than the MC criterion, there is no need to
consider the six different possibilities of the ordering of the stress magnitudes.
The algebraic complexity of the DP model is of little consequence when an
algebraic manipulation program such as Mathematica is used. For instance,
Holsapple and Michel used the DP failure criterion to characterize the tidal
disruption limit distance of a cohesionless ellipsoid to a planet, noting that
the differences between the two models are small (see [15] and Sect. 4.4).

4.2.3 Strength Dependence on Object’s Size and Loading Rate

It is generally believed that the effective static cohesive and tensile strengths
decrease with increasing body size. The origin of this assumption comes from
indications that a distribution of incipient flaws is present within the volume
of a solid body. Because larger bodies are more likely to contain larger natural
flaws than smaller bodies, the strength is expected to decrease with the body’s
size. Thus, the use of a strength measure that decreases with size is now a
common feature of the studies of disruption of small bodies by impacts (see,
e.g., [13, 30]) and has even been demonstrated experimentally [19].

A common model for a distribution of incipient flaws in a solid body is a
power-law Weibull distribution [45]. Such a distribution is used in numerical
simulations of catastrophic disruption of solid bodies (see Sect. 4.5) to generate
the initial flaws in the bodies involved. A two-parameter Weibull distribution
is usually assumed to describe the network of incipient flaws in any material,
expressed as:

N(ε) = kεm (4.9)

where ε is the strain and N is the number density of flaws that activate
(i.e., start their propagation) at or below the value of strain. The Weibull
parameters m and k are material constants which have been measured for
a number of geological and industrial materials, although data are quite
scarce for some important rocks (see [24]). In particular, the parameter k
varies widely between various rock types and the exponent m ranges typically
between 6 and 12, but can have a wider range of values. Recently, it was
measured for the first time for the same basalt material as the one used in
some impact experiments, and its value was found to be around 17 in static
loadings [33].

From the Weibull distribution, it is easily shown that the most probable
static strength S of a specimen of volume V (diameter D) decreases with
increasing size as:

S ∝ V −1/m ∝ D−3/m. (4.10)

As explained above, such a decrease in strength is simply because larger spec-
imens are more likely to have larger cracks.
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The values of the Weibull parameters represent important material prop-
erties. Large values of m describe homogeneous rocks with uniform fracture
threshold, while small values apply to rocks with widely varying flaw activation
thresholds. The existence of incipient flaws within any rock is understood to
originate from its cooling history and from crystal lattice imperfections. Due
to the initial presence of these flaws, when a finite strain rate ε̇ is applied,
a stress increase occurs in time, which is compensated by the propagation of
active flaws causing a stress release. Thus, a competition takes place between
the stress increase due to loading and the stress release due to flaw activation
and propagation, until a temporary equilibrium is reached at the time of peak
stress. Then, the stress decreases to zero as active flaws propagate rapidly
through the rock.

From these explanations, it is obvious that the crack growth velocity cg

is an important parameter since it governs the stress release due to an active
flaw. Experiments indicate that it relates to the speed cl of longitudinal waves
in a rock by cg ≈ 0.4cl, and this is usually the value used in numerical simu-
lations of fragmentation. Since cracks propagate at this fixed velocity, under
moderate conditions, the weakest flaws (those which activate at lower values
of ε) suffice to accomodate the growing stresses. Therefore, the peak stress
at failure is low and fragments are relatively large (see, e.g., Fig. 1 in [30]).
Conversely, more resistant flaws have time to activate at high strain rates. In
this case, the peak failure stress is high and fragments are small. This process
depends strongly on the assumed value of the crack growth velocity cg. In
particular, fragment sizes scale with cg. For instance, a higher velocity would
enhance the efficiency at which a crack relieves stress, since stress release is
proportional to crack length cubed. As a consequence, fewer flaws would be
required to relieve a given increase in stress.

Thus, the concept of material strength reaches another level of complex-
ity as it can also depend on the dynamical context. From the explanations
above, one may conclude that defining the material strength as the stress at
which sudden failure occurs is not rigorously adequate. Material strength could
rather be defined as the stress at which the first flaw begins to fail, thereby
initiating an inelastic behavior characterized by irreversible deformation. But
in practice, the adopted definition is the peak stress which the rock under-
goes prior to failure. It is then not a material constant, since as explained
above, the peak stress is a function of the loading history of the rock. This
is the reason why a distinction is made between static strength and dynamic
strength on the basis of the loading rate. For extremely small loading rates,
elastic stresses increase in equilibrium until the onset of catastrophic failure.
This occurs at loading rates that are typically smaller than ≈ 10−6 strains per
second. Static tensile strength decreases with increasing size of the rock due
to the greater probability of finding a weaker (larger) flaw. At high enough
loading rates, stresses can continue to build while catastrophic rupture has
begun. In this case, it is more appropriate to speak of dynamic failure. For
most rocks, dynamic strain rates are of the order of 1 s−1 and decrease with
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increasing rock size. Therefore, the peak stress that the rock suffers prior to
failure is rigorously called the material’s dynamic strength at that strain rate.
This dynamic strength increases with strain rate and is always greater than
the static strength.

All hypervelocity impacts into small targets are in the dynamic regime,
but some impacts on large bodies can still be in a regime close to the static
one. In this case, part of the event, close to the impact point, can be dynamic,
but some important aspects can also be understood in terms of quasi-static
failure. Therefore, in all studies that are described in the following sections,
apart from the problem of catastrophic disruption, the tensile strength will
generally be the static one.

4.3 Rotation Rates and Implications
on the Strength of Small Bodies

The spin rates of small bodies of the Solar System give an important clue
about the composition and strength of those bodies. Indeed, the greatest spin
that a body can take without being deformed or disrupted depends directly on
those properties. For instance, a simple analysis based on the property of zero
tensile stresses at the body’s poles [11] led to the conclusion that an object
whose assumed typical mass density is 2.5 g/cm3 has a period limit of 2.1 h.
This value is smaller than the measured rotation period of all large asteroids.
Thus, it was suggested that most asteroids must be gravitational aggregates or
rubble piles with no tensile strength. This value was later revised [12, 14] by a
complete stress analysis of spinning, self-graviting, ellipsoidal bodies using the
MC failure criterion for cohesionless solid bodies (see Sect. 4.2.2). From this
analysis, it was concluded that the spin limits are not determined by tensile
failure, but by shear failure. Consequently, it was found that the spin limits
depend on the angle of friction (see Sect. 4.2.2) of the material of the body.
A typical minimum period was found to be about 2.6 h, which is higher than
the previous estimate [11], but still smaller than the rotation period of large
asteroids. Numerical experiments of spinning rubble piles (modeled as hard
spheres maintained together by gravity) found that such rubble piles behave
in a manner consistent with those last theoretical expectations [37].

It was thus tempting to conclude on this basis that most asteroids are
rubble piles, because none of them was found to rotate faster than the limit
above which a rubble pile would break, in principle. However, recent data
for small asteroids indicated that some of them rotate at a rate which is
much greater than those previous limits, which suggests that they have some
cohesive and tensile strength. This raised the question whether the spin limits
observed for large asteroids really rule out that their material is strengthless.

These questions have been addressed in a recent study [16], and this sec-
tion summarizes its principle and main results. It is an extension of previous
studies [12, 14] and considers spinning bodies with cohesive (and therefore
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Fig. 4.2. Spin limits and data for small Solar System bodies. The dark sloped line as-
sumes a size-dependent strength; it becomes asymptotic to the horizontal red band
for materials without cohesion. On the left, the spin limit for cohesive bodies is
determined by the cohesive/tensile strength and defines a strength regime. The hor-
izontal asymptote on the right characterizes a gravity regime, where tensile/cohesive
strength is of no consequence. Gravity regime values do depend on shape and angle
of friction, so average values have been assumed to represent them on the plot. The
data in the upper left triangular region are the fast spinning near-Earth asteroids.
The triangular points for the large diameter bodies on the right are trans-Neptunian
objects (from [16] and [18])

tensile) strength. The fundamental approach consisted of calculating the in-
ternal stress state in an ellipsoidal spinning body as a function of size, shape,
and spin of the body, and comparing the stress state with the limit failure
state (provided by the DP model; see Sect. 4.2.2) to determine the spin limits
at which the failure occurs. It must be noted that rather than solving for
the stress state by assuming linear elasticity from some actual prior history
of the material, the limit states are solved in the spirit of limit analyses of
plasticity theories. Those limit states correspond to the situation when the
body has reached a final state at which collapse is imminent, and give the
final and greatest loadings for failure. The great advantage of this approach
is that the prior history of the material is not a factor, and the analyses give
a limiting loading state with a greater spin than any found from first fail-
ure using a linear elastic approach. This is important because small bodies of
our Solar System are formed by complex processes and undergo disruptions,
reaccumulations, heating, cratering events, tidal forces, etc. Those processes
inevitabily introduce residual stresses that cannot be known, so the assump-
tion of linear elastic behavior from a virgin stress-free state is not reasonable
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given the history of these bodies. There exist several explicit examples (see
[15]) that illustrate the important differences between stress analyses using
elasticity theory, and those using the limit state approach. This limit state
approach will also be used to determine the tidal disruption limit distances of
solid bodies ([15, 18, 31]; see Sect. 4.4).

A significant complexity is added once the cohesive terms are included in
the strength measure. Indeed, for a cohesionless failure criterion, it was found
[14] that the limit states had simultaneous failure at all points in the body
and the algebra to find that state was rather simple. When the material has
cohesion, failure is rather attained only at certain points and planes within
the body, and the algebra that determines the stress state with certain failure
locations seems insurmontable (even for a symbolic program such as Math-
ematica). Therefore, the approach chosen in his study was to construct the
volume-averaged stresses and to use those stresses to compare to the failure
criterion [16]. In other words, spin states are determined which, on average,
cause stresses to equal the failure threshold (see Sect. 4.2.2). It is clear that for
a body having a certain degree of cohesion, more or less critical stress states
than the average may exist at some locations within the body, so in reality
failure may occur at a lower spin than that found with this approach. But in
the particular case of a cohesionless material, failure occurs at all locations in
the body at the limit spin. Therefore in this case, both the average and the
exact methods give identical results. In other words, in the gravity regime (in
which self-gravity dominates over strength, so that cohesion can be ignored),
the results are exact; while in the strength regime (in which self-gravity is
negligible), they are only approximate.

Once the average stresses have been expressed [16], they can be inserted
into the DP criterion (4.4) to find the combinations of spin and shape that
satisfy this criterion. Then for a given shape, represented by the aspect ratios
of an ellipsoid, the spin at a given limit state can be found. Defining a scaled
spin as:

Ω2 =
ω2

πρG
, (4.11)

where ω is the actual spin, ρ is the bulk density, and G is the gravitational
constant, the results can be put into the form of relations for the scaled spin
at failure states as functions of the cohesion, the angle of friction φ (see Sect.
4.2.2), the average body radius r̄ = (abc)1/3 (where a, b, and c are the semi-
axes of the ellipsoid representing the object with a > b > c) and the two
aspect ratios α = c/a and β = b/a:

Ω = F (k, φ, r̄, α, β). (4.12)

The spin limits are indicated in Fig. 4.2. Both constant strength and de-
creasing strength with body size have been considered. For the size-dependent
strength (see Sect. 4.2.3), the value assumed for the Weibull parameter m
((4.9)) is m = 6, which seems to fit many data for crack distributions in sam-
ples from micron to kilometer sizes [19]. From (4.10), for m = 6, the strength
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of a body decreases with the body’s diameter to the power of −1/2. Therefore,
the strength (cohesion) expresses as:

k = κr̄−1/2 (4.13)

where the strength coefficient κ is the strength of an object of 1 cm in radius
(here k is used for the cohesion and should not be confused with the Weibull
parameter having the same name). The spin limits represented in Fig. 4.2
have been estimated assuming κ = 2.25 × 107 dynes cm3/2, which is one
order of magnitude below the measurements of the tensile strength of Georgia
Keystone granite specimens [19]. The sloped line corresponding to this size-
variable strength (Fig. 4.2) gives an extremely good upper envelope for the
current data over the entire range of small body sizes. Measured strengths are
still scarce, so it is not necessarily surprising that the best fit is provided by
the line corresponding to a strength value smaller than the measured one.

Note that these estimates of spin limits [16] assume that the bodies have
ideal ellipsoidal shapes (with aspect ratios of 0.7 and prolate for the represen-
tation in the figure) and a fixed friction angle. The reality is obviously more
complex, which may explain that the observed spin limits are smaller than the
ones assuming the measured tensile strength. In particular, small bodies do
not have ideal shapes, their actual friction angle is not known, they may have
weaker materials and other non-ideal properties. Moreover, determinations of
the observed body’s sizes and shapes contain their own error bars, which may
shift the points in Fig. 4.2 toward higher or lower values. Note finally that
the magnitude of the dependence of the estimated spin limit on shape and
friction angle is well within a factor of 2, except in extreme cases. Also, the
average method used to make those estimates gives an upper bound to the
limit spin in the strength regime.

Thus, a detailed investigation of the spin limits as a function of the men-
tioned parameters, including strength, has been performed recently [16] and
the conclusion of this investigation is rich in implications. In particular, it is
found that the presence of tensile and cohesive strength for a large body (> 10
km in diameter) makes no difference in its spin limit. Therefore, the observed
spin limit (also called the spin barrier) for large bodies cannot be interpreted
as evidence of a zero-strength (cohesive/tensile) rubble pile structure. It is the
gravity that limits the spin in those cases, even if they have some cohesion. So,
large asteroids may be rubble piles, but not on the pure basis of the so-called
spin barrier (however, other evidence may point to a rubble pile structure).
On the other hand, the strength that allows the higher spins of the smaller
and fast spinning kilometer-sized bodies is only of the order of 10–100 kPa,
which is very small compared to the strength of small terrestrial rocks. So,
these small asteroids do not have to be very strong to be able to rotate so
fast. They could be some kind of rubble piles that have accumulated slight
bondings between constituents.

As a conclusion, the spin data of small bodies can give us some indica-
tions on the internal structure of these bodies. However, based on the current
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observed spins and our current understanding on the strength of large bodies,
they are not sufficient to indicate whether these bodies are rubble piles or
monolithics. If some small asteroids were found to spin above the theoretical
limits provided by the described approach [16], then this would be a first in-
dication of the potential existence of strong (monolithic) rocky bodies in the
Solar System.

4.4 Tidal Disruption of Small Bodies

When a small body has a close encounter with a planet, depending on the
approach distance, it can be subjected to tidal forces that may change its
shape or even disrupt it. Such mechanism was at the origin of the observed
disruption of Comet Shoemaker-Levy 9, which was fragmented into 21 pieces
during a first passage close to Juipter, and which collided with the giant planet
during its next passage in 1994. Tidal disruption has often been proposed as
a formation mechanism for binary asteroids, which represent 15% of the NEO
population, and as an explanation of crater chains and doublet craters on
planetary surfaces. The strength of a small body is an important parameter
in the determination of its limit distance to a planet for tidal disruption (or
shape readjustment).

The investigation of the limit distance for tidal disruption started in the
19th century, using a fluid to represent the small body. This led to the concept
of the Roche limit [38], which is still often used nowadays. A great number
of studies followed until know, which accounted for important parameters in
different manners from one study to the other. The last theoretical studies on
this problem provided a continuum theory which allows the determination of
this limit distance for cohesionless bodies, and a lower bound of this distance
for small bodies with cohesion [15, 31, 18]. We summarize here the theory and
results provided by these studies, and the reader interested in other previous
studies on these problems can refer to these last publications in which a history
of previous works and their differences are well exposed.

Although the Roche limit [38] for tidal disruption of orbiting satellites as-
sumes a fluid body, a length to diameter of exactly 2.07:1, and a particular
orientation of the body, it is often used in studies of Solar System satellites
and small asteroids or comets encountering a planet. Clearly, these bodies are
neither fluid, nor generally are that elongated, so more appropriate theories
are needed and have been developed since this first work. Recently, exact ana-
lytical results for the distortion and disruption limits of solid spinning ellipsoid
bodies subjected to tidal forces, using the DP model with zero cohesion (see
Sect. 4.2.2) have been presented [15]. The study used the same approach as
the one exposed in Sect. 4.3 to study the spin limits for solid ellipsoidal bodies.
It was followed by a study along the same lines, in which the cohesion of the
small bodies was now considered, which, due to the added complexity, could
not provide exact but only approximate results [18], for the same reasons as
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the ones already exposed in the case of spin limits (see Sect. 4.3). Thus, a
static theory was developed that predicts conditions for breakup, the nature
of the deformation at the limit state, but it does not track the dynamics of
the body as it comes apart. At the end of the section, we will briefly expose
results from dynamical investigations.

In the case of cohesionless bodies, as already indicated in previous sections,
the strength is essentially characterized by a single parameter associated with
an angle of friction ranging from 0◦ to 90◦. The case with a null angle of
friction has no shear strength whatsoever, so it corresponds to the case of a
fluid or a gas (and the limit distance corresponds to the Roche limit). The
case of 90◦ represents a material that cannot fail in shear, but still has zero
tensile strength. Typical dry soils have angles of friction of 30◦–40◦. As most
satellites are spin-locked with the planet around which they evolve, both the
spin-locked case and the zero spin case, a possible case for passing stray body,
have been considered to characterize the limit distance.

The equilibrium problem of an ellipsoid body has been described [12].
Three stress equilibrium equations must be satisfied by the stresses σij in
any body in static equilbrium with body forces bi, which are given as (using
repeated index summation convention):

∂

∂xj
σij + ρbi = 0 (4.14)

where ρ is the bulk density of the body. An (x, y, z) coordinate system
aligned with the ordered principal axes of the ellipsoid is used. In the problems
here, the body forces arise from mutual gravitational forces, centrifugal forces,
and/or tidal forces; they all have the simple linear forms bx = kxx, by = kyy,
bz = kzz. The full expressions of kx, ky, and kz are explicitely presented
[15]. Then, for the limit states sought, the stresses must satisfy the DP failure
criterion (see Sect. 4.2.2) at all points x, y, and z. Also, the surface tensions are
zero on the surface points of the ellipsoidal body surface defined by: x

a
2 + y

b
2 +

z
c
2−1 = 0. This problem has been solved [12], showing that the distribution of

stresses in that limit state just at uniform global failure has the simple form:
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, (4.15)

and the shear stresses in this coordinate system are all zero. The body
force constants kx, ky, kz depend on the body forces, so those forces must
be such that the DP failure criterion is not violated. That condition deter-
mines the limit states. Putting the expressions of these components into the
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DP criterion ((4.4)), one can see that the common functional dependence
1 −

(
x
a

)2 −
(

y
b

)2 −
(

z
c

)2 will cancel out of (4.15). That is because the limit
stress state has simultaneous failure at all points. Thus, we can omit that
functional dependence and focus on finding the combinations of the leading
multipliers of the three terms of (4.15) that satisfy the failure criterion. We
define the dimensionless distance by:

δ =
(

ρ

ρp

)1/3
d

R
(4.16)

where ρp is the bulk density of the primary (the planet). Then, failure will
occur when [15]:

1
6
[(cx − cy)2 + (cy − cz)2 + (cz − cx)2] = s2[cx + cy + cz]2 (4.17)

where, for arbitrary spin and when the long axis points towards the Earth:
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2
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)
(4.18)

and Ax, Ay, and Az are the components of the self-gravitational potential
of a homogeneous ellipsoidal body of uniform mass density ρ in the body
coordinate system expressed as: U = πρG(A0 + Axx2 + Ayy2 + Azz

2) (e.g.,
[6]). Ω is the scaled spin already expressed in Sect. 4.3. A similar form when the
long axis points along the trajectory at its closest approach can be obtained
[15]. The criterion expressed in these forms can then be used to solve for the
dimensionless distances δ at the failure condition as a function of the aspect
ratios α and β (which determine the Ax, Ay, and Az), the mass ratio p of the
secondary to the primary, and for any value of the constant s related to the
angle of friction. The solution always has the dimensionless form:

δ =
d

R

(
ρ

ρp

)1/3

= F [α, β, p, φ,Ω] (4.19)

so that the bulk density ratio only occurs with this cube root. Note that in
the spin-locked case, the spin is given by:

ω =
G(M + m)

d3
(4.20)

where M and m are the masses of the primary and secondary, respectively.
The number of independent variables is then reduced by one when the scaled
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spin is zero or the spin-locked value, and by another one when p = 0, i.e.,
when the mass of the secondary is negligible compared to that of the primary,
which is the case for an asteroid flying by a planet or a small satellite of a
giant planet.

Note that this limit distance to the primary corresponds to the distance
below which a secondary cannot exist with its assumed shape, because the
failure criterion would be violated. However, it does not mean that below this
distance, the secondary would disrupt. A flow rule is required to indicate the
nature of any readjustment (or disruption). Then, if those changes lead to a
new configuration that is within failure at the given distance, a shape change
is indicated. Otherwise, if the new shape still violates the failure criterion,
a global disruption is indicated. Such analysis has been done [15], but goes
beyond the scope of this review.

The results provided by this static theory show that a spin-locked spherical
body can approach a planet as close as d/R = 1.23168(ρp/ρ)1/3 if its angle
of friction is 90◦, and the orbit distance decreases smoothly as the angle of
friction increases. For a generic rock value, say φ = 30◦, the closest orbit
for a spherical satellite is about d/R = 1.5(ρp/ρ)1/3. The fluid case with
zero angle of friction has a distance of infinity, as there is no solution for a
spherical body in this case. Other general ellipsoid shapes have then been fully
investigated, and it was found that for each combinations of aspect ratios α
and β, there is a range of permissible orbital distances for any angle of friction
φ > 0◦. For instance, a prolate body of negligible mass with aspect ratios of
0.8 and φ = 20◦ can orbit as close as d/R = 1.78261(ρp/ρ)1/3, center to
center, and if φ = 40◦, it can orbit as close as d/R = 1.15141(ρp/ρ)1/3. Then,
an elongated prolate body with α = 0.4 and φ = 40◦ can orbit as close as
d/R = 1.92929(ρp/ρ)1/3. Figure 4.3 illustrates the same application to a stray
body with zero spin, p = 0 and α = 0.8.

Thus, all of these are noticeably closer than the fluid Roche limit of d/R =
2.455(ρp/ρ)1/3, and for a solid, even cohesionless, the shapes are not limited
to fluid shapes. This is why it is important to make no confusion between a
fluid and a cohesionless body. This is particularly important in the context
of the study of satellites of giant planets. In fact, many planetary satellites
are inside their Roche limit, and do not have the aspect ratios required for
a fluid at this limit (see, e.g., Table 1 in [15]). The same holds true for stray
(zero-spin) cohesionless bodies (the case of a fluid body in this configuration
is called the Jean’s problem, [20]).

The difference with a fluid body is even more striking when cohesion is
added to the strength of a small body. This has been investigated recently by
[18], who extended their previous analysis of limit distances of cohesionless
ellipsoids to the limit distances of ellipsoids with cohesion. Recall that when
the cohesion term k is zero in the DP criterion (4.4), the general form of
the stresses satisfying the equilibrium condition, the boundary values and
the failure criterion at all points in the body can be found exactly in closed
form with a quadratic dependence on the coordinates. Conversely, when the
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Fig. 4.3. Limits on the possible distances for a stray body with no spin and for
various aspect ratios α and β, and different angles of friction Φ. Note that for small
angles of friction, the region of permissible distances is a closed curve. This means
that the body cannot approach too close, because tidal forcs would be too strong,
nor range too far as some tidal forces are still necessary for its equilibrium. The
limit case of such behavior is the Roche fluid case, for which there is a single point
at the center of the closed curves, near the prolate bodies on the left. For typical
angles of friction (20◦–40◦), there is no large variation with the aspect ratios. As in
the spin-locked situation, the miminum distances for cohesionless stray bodies are
all well below the Roche limit, and a much wider range of aspect ratios can exist

cohesion is not zero, there is no solution to this general equilibrium problem
with simultaneous failure at all locations. Therefore, an exact answer cannot
be determined, but an approximate solution can be found by averaging the
stresses across the body, as explained in Sect. 4.3 for the spin limits. The
difference here with the spin limit study is that the tidal terms are added. It
has been proven that the loads for which the average stresses are at failure are
equal to or greater than the actual limit loads [17]. Thus, using average stresses
to look for failure gives an upper bound on actual limit loads. In other words,
the analysis provides a lower bound to the closest approach for collapse. But
recall again that in the special cases with zero cohesion the results are exact.
In fact, a study along the same lines devoted to tidal encounters of granular
bodies has been done using the volume average approach and, although the
calculations of limit distances were not investigated with the same level of
details, it was consistent with the results above using the closed form for the
stresses [39].

The limit distance for a small cohesive body can be expressed in terms
of seven non-dimensional parameters (one dependent and six independent
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variables), leading for each orientation of the body to the reduced form:

δ =
d

R

(
ρ

ρp

)1/3

= G

[
α, β, p,Ω, φ,

k

ρ2Gr2

]
(4.21)

using the previously defined aspect ratios α, β, mass ratio p, and a scaled
cohesion term k∗ = k/(ρ2Gr2), where r is the body’s average radius. This
scaled term corresponds to the ratio of the cohesive strength to a gravity
pressure. For any given value of these six parameters, numerical results can
then easily be obtained, using appropriate programs (see [18] for significant
examples and illustrations of important dependencies). In this analysis, the
cohesion is also assumed to decrease with the body’s size, and the same size
dependency as in Sect. 4.3 is used.

For bodies larger than a few kilometers in diameter, the limit distance is
the one provided by the theory for cohesionless bodies, as the cohesion is so
small that gravity is dominant (due to the decrease of cohesion with size).
Thus, the new approach in which cohesion is included, is only relevant for
those bodies whose size is below a few kilometers. For them, the limit distance
becomes much closer to the primary, and depending on the values of the six
parameters (or on the density ratio), the distance can even be smaller than the
primary’s radius, which means that these small bodies cannot be disrupted
by tidal forces. An interesting application relates to planetary satellites, and
a preliminary analysis showed that some of them must have non-zero friction
angles or cohesion to evolve at the observed distance from their primary (see
[18]). Thus, the approach developed to determine limit distances can provide
some indirect indications on the possible internal structure of real objects,
which is a very interesting aspect. Also, it can tell us whether some shape
readjustment or disruption will occur during the close approach with the Earth
of a real asteroid. For instance, if we assume that the asteroid Apophis (2004
MN4) is a cohesionless body, then the static theory developed by Holsapple
and Michel indicates that its close approach with the Earth at 5.6 Earth’s
radii in 2029 will correspond to its tidal limit distance only if its bulk density
is smaller than 0.25 g/cm3 or unless it is highly elongated, or its angle of
friction is less than about 5◦ [15, 31].

Thus, according to these recent studies, both cohesionless bodies and co-
hesive ones with expected properties of geological solids can exist in arbitrary
ellipsoidal shapes and much closer to a primary than a fluid body. The main
limitation of these studies is that they are not based on a dynamic approach
but a static one, which is used to determine the onset of disruption or shape
readjustment. Actually, in case of readjustment, the angular moment of iner-
tia would change, so the spin would change. Then the new state would not be
in the spin-locked or zero spin configuration as supposed here. The effects of
tidal torques on the asteroid’s spin have been investigated in details [40, 41],
and a complete analysis should incorporate these results, thereby accounting
for the change in the limit distance as the small body’s spin rate changes
during a fly-by. Such analysis will have to be performed in the future.
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Also, when a small body goes through the limit distance, the resulting
motions are affected by how the body changes its shape or breaks up, and by
the resulting dynamics. That is a much more complicated problem, which is
left for future studies. Some semi-analytical studies have been recently done
to address this problem [39], but numerical simulations are probably the best
tools. In a pioneering numerical study [34], the break-up of bodies encounter-
ing a planet was considered. Small bodies were modeled as granular aggregates
comprised of 247 smooth spheres that interacted with each other only through
inelastic collisions and were held together by gravity. Numerical simulations
were then used to determine the motion of individual spheres. Various pa-
rameters, such as the initial angular velocity vector and encounter variables,
were changed to explore the consequences of different close approach configu-
rations. But this study was limited by the low resolution (number of smooth
spheres) constrained by the computer performances and numerical codes at
that time. More recently, numerical simulations of tidal disruption of rubble
piles at higher resolutions using a sophisticated N -body code named pkdgrav
have been performed [44] in order to determine whether tidal disruptions can
explain the presence of 15% of binaries in the NEO population. The results
show that tidal encounters with a planet (Earth) can form binaries. However,
when a small body experiences a tidal encounter, it is likely to experience
another such encounter in its close future, so that the binary which is first
formed is often eventually disrupted by the next encounter. Thus, although
tidal encounters are efficient to form temporary binaries, they cannot be at the
origin of the high fraction of binaries observed in the NEO population. Some
other potential mechanisms must be found and investigated.1 Also, these sim-
ulations only addressed the problem of tidal approaches of cohesionless bodies,
and they will be extended to the case of cohesive bodies in a close future. In
principle, the limit distances should be similar to the ones provided by the
static approach (for some values of the angle of friction and cohesion), but a
dynamical approach will also allow the determination of the behavior of the
small body and its seperate pieces once it breaks up. The gravitational evolu-
tion of fragments from a disrupted body has already been studied but only in
the specific case of the collisional disruption of a small body. This is the last
mechanism of disruption which is briefly summarized in the following section.

4.5 Collisional Disruption of Small Bodies

In this section, we just summarize the most important concepts and issues
concerning the catastrophic disruption of an asteroid due to a collision. The

1 a recent study has indicated that the spin-up of small NEOs and main belt as-
teroids due to the YORP thermal effect is at the origin of small binaries and
explains their observed properties (K. Walsh, D. C. Richardson and P. Michel:
Rotational breakup as the origin of small binaries, Nature 454, 188 (2008)).
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reader interested in more details can refer to a few articles which expose the
main recent results concerning this process (see, e.g., [29, 30]).

Collisional processes occur frequently between the small bodies of our So-
lar System. The best witnesses of those events are asteroid families in the
main belt. Each family originates from the break-up of a large body, which
is now represented by a group of asteroids sharing the same spectral and or-
bital properties (see, e.g., [21, 47]). As in the case of spin limits (Sect. 4.3),
two regimes of collisional disruption have been defined: the strength regime,
in which the fragmentation of the body is the only process determining the
outcome (this is the case of impact experiments in laboratory), and the grav-
ity regime, in which not only the fragmentation but also the gravitational
interactions of fragments have an influence on their final size and velocity dis-
tributions. The transition between the two regimes has been found to occur
for body sizes in the hundred meter range by numerical simulations [3], while
the transition between the two regimes derived from the spin limits occurs at
higher diameters (kilometer range; see Sect. 4.3 and [16]).

The first numerical simulations which reproduced succesfully large-scale
events represented by asteroid families [25, 26, 27, 28], showed that when a
large parent body (several tens of kilometers in diameter) is disrupted by a
collision with a projectile, the generated fragments interact gravitationally
during their ejections, and some of them reaccumulate to form aggregates.
The final outcome of such a disruption is thus a distribution of fragments,
most of the large ones being aggregates formed by gravitational reaccumu-
lations of smaller ones. The implication of these results is that most large
family members should be rubble piles and not monolithic bodies. Moreover,
it was found that collisional disruptions form naturally binary systems and
satellites [8, 25], although the timescale of their stability still needs to be
determined.

The physics of the gravitational phase during which generated fragments
evolve under their mutual attractions relies on the fundamental laws of clas-
sical mechanics, which are well understood. However, the development of nu-
merical simulations which account for all the processes that may occur during
this phase is a difficult task. When a large body is fragmented, the number
of generated sizeable fragments can be as large as a few millions. Therefore,
the numerical difficulties come from the fact that the forces must be com-
puted for a large number of particles, up to millions, and this requires the
use of efficient numerical methods to reduce the CPU time to reasonable val-
ues. Moreover, during their evolutions, these fragments do not only evolve
under distant interactions, they can also undergo physical collisions between
them, which must also be dealt with. A numerical N -body code called pkdgrav
has been developed (see [35]) to compute the evolutions of large numbers of
particles. It is a parallel tree-code which is able to compute the gravitational
evolutions of millions of particles and handles collisions between them. During
the gravitational phase, such collisions are assumed to not cause fragmenta-
tion, but only mergers or bounces. This simplification is justified by the fact
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that the relative velocities between the ejected fragments are small enough
that collisions between them are quite smooth. So, when collisions occur dur-
ing this phase, depending on some velocity and spin criteria, the particles
either merge into a single one whose mass is the sum of the particle masses
and whose position is at the center of mass of the particles, or bounce with
some coefficient of restitution to account for dissipation (see [26] for details).
In this approximation, while the aggregates that are formed have “correct”
masses, their shapes are all spherical because of the merging procedure. Of
course, the final shape and spin distributions are also an important outcome
of a disruption and a study is currently under way to improve the simulations:
instead of merging into a single spherical particle, colliding particles will be
able to stick together using rigid body approximations. Such improvement will
allow the determination of the shapes and spins of aggregates formed during
a catastrophic disruption.

The most poorly understood part of the collisional process is the fragmen-
tation phase, following immediately the impact of the projectile. It usually
lasts twice the time for the shock wave to propagate through the whole target
(a few seconds for a kilometer-sized body). The process of rock fragmentation
is still a widely open area of research, relying on a large number of assump-
tions based on a limited number of data. Moreover, not only the physics is
badly understood, the numerical techniques used to perform the computation
are also confronted to some difficulties. Indeed, the fragmentation process in
a rock involves two kinds of approaches, which are generally incompatible. A
high-velocity impact on a rock generates a shock wave, followed by a rarefac-
tion wave which will activate the crack propagation. Thus, the rock can be
seen as a continuum for the shock treatment. On the other hand, a rock con-
tains some discrete elements (the initial cracks). This mixture of continuum
and discrete features makes the development of a numerical scheme difficult.
A numerical code used to compute the fragmentation phase is generally called
a hydrocode, which emphasizes the fact that this process involves the physics
of hydrodynamics, although it occurs in a solid. Indeed, the difference be-
tween a fluid and a solid is that the deviatoric (non-diagonal) part of the
stress stensor is not null in the case of a solid, while in a fluid only the spher-
ical (diagonal) part of the stress tensor representing the pressure plays a role
(see Sect. 4.2 for a detailed explanation of the difference between a fluid and
a solid). Thus, three kinds of waves (elastic, plastic, and shock) propagate
through a rock during an impact. Elastic waves are well known and deter-
mined by linear realtionships between the stress and strain tensors. Plastic
waves begin to develop when the material strength changes with the wave
amplitude. Then, at wave amplitudes that are high enough and associated to
shock waves, the body is treated as a fluid. Being non-linear, the transitory
behaviors between these kinds of waves are difficult to determine analytically
from constitutive models, and this probably motivated the development of nu-
merical algorithms. The process has thus been studied by implementing the
bulk properties of a given rock in a numerical model of continuous medium
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(a hydrocode), including a yielding criterion and an equation of state for the
appropriate material. The main power of this method is that no assumption
on the form of the stress wave that drives the fragmentation is required since
the initial conditions evolve numerically based on a rheological model and a
failure criterion. The appropriate regime (elastic, plastic, or shock) is deter-
mined by the computation.

The 3D Lagrangian hydrocode developed by [2] represents the state-of-the-
art in numerical computations of dynamical fracture of brittle solids. It uses
the method called Smooth Particle Hydrodynamics (SPH) (see [1] for a review
of this method). Basically, the value of the different hydrodynamics quantities
are known at finite numbers of points which move with the flow. Starting
from a spatial distribution of these points called particles, the SPH technique
allows the computation of the spatial derivatives without the necessity of an
underlying grid. The 3D SPH hydrocode is thus able to simulate consistently
from statistical and hydrodynamical points of view, the fragments that are
smaller or larger than the chosen resolution (number of SPH particles). The
resulting system has proven to predict successfully the sizes, positions, and
velocities of fragments measured in laboratory experiments, without requiring
the adjustment of too many free parameters [2]; moreover, associated with
the N -body code pkdgrav, it has succesfully reproduced the main properties
of asteroid families [25, 26, 27, 28].

For the sake of completeness, we recall here the basic equations that must
be solved to compute the fragmentation process. Other important concepts,
such as the equations of state, the model of brittle failure used to propagate
damage, and the method to distribute appropriately incipient flaws in the
modeled rock with a Weibull distribution are not reproduced here, as they
have been described several times (see [2, 30]).

The basic equations that must be solved to compute the process are the
well-known conservation equations of hydrodynamics that can be found in
standard textbooks. The first equation represents the mass conservation. Its
expression is:

dρ

dt
+ ρ

∂

∂xα
1vα = 0 (4.22)

where d/dt is the Lagrangian time derivative. Other variables have their usual
meaning (i.e., ρ is the bulk density, v is the velocity, and x is the position) and
the usual summation rule over repeated indices is used. The second equation
describes the momentum conservation (in absence of gravity):

dvα

dt
=

1
ρ

∂

∂xβ
σαβ (4.23)

where σαβ is the stress tensor given by:

σαβ = −Pδαβ + Sαβ (4.24)

where P is the isotropic pressure and Sαβ is the traceless deviatoric stress
tensor. The energy conservation is then expressed by the equation:
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du

dt
= −P

ρ

∂

∂xα
vα +

1
ρ
Sαβ ε̇αβ (4.25)

where ε̇αβ is the strain rate tensor given by:

ε̇αβ =
1
2

(
∂

∂xβ
vα +

∂

∂xα
vβ

)
. (4.26)

This set of equations is still insufficient in the case of a solid since the evolution
in time of Sαβ must be specified. The basic Hooke’s law model is assumed in
which the stress deviator rate is proportional to the strain rate:

dSαβ

dt
= 2μ

(
ε̇αβ − 1

3
δαβ

)
+ SαγRβγ + SβγRαγ (4.27)

where μ is the shear modulus and Rαβ is the rotation rate tensor given by:

Rαβ =
1
2

(
∂

∂xβ
vα − ∂

∂xα
vβ

)
. (4.28)

This term allows the transformation of the stresses from the reference
frame associated with the material to the laboratory reference frame in which
the other equations are specified.

This set of equations can now be solved, provided an equation of state is
specified, P = P (ρ, u), linking the pressure P to the density ρ and internal
energy u. The Tillotson equation of state for solid material [42] is generally
used. Its expression and method of computation, as well as parameters for a
wide variety of rocks are described in [23], appendix II. Other equations of
states have been developed and all have different pros and cons and remain
necessarily limited to materials studied in laboratory. This is one of the limits
of any collisional model that necessarily relies on the behavior of known ma-
terials that do not necessarily represent the materials constituing an asteroid.

Perfectly elastic materials are well described by these equations. Plastic
behavior beyond the Hugoniot elastic limit is introduced in these relations by
using the von Mises yielding criterion (see Sect. 4.2). This criterion limits the
deviatoric stress tensor to:

Sαβ = fSαβ (4.29)

where f is computed from:

f = min
[

Y 2
0

3J2
, 1

]
, (4.30)

where J2 is the second invariant of the deviatoric stress tensor (see Sect. 4.2)
and Y0 is a material-dependent yielding stress which generally depends on
temperature, density, etc., in such a way that it decreases with increasing
temperature until it vanishes beyond the melting point.
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The von Mises criterion is adapted to describe the failure of ductile media
such as metals. Brittle materials like rocks do not undergo a plastic failure but
rather “break” if the applied stresses exceed a given threshold. Conversely, the
yielding beyond the Hugoniot elastic limit does not prescribe any permanent
change in the constitution of the material, since once stresses are reduced the
original material remains behind, possibly heaten by the motion against the
remaining stress, but otherwise not weakened. Therefore, it is not adapted to
impact into rocks, as any yielding beyond the elastic limit invariably involves
irreversible damage, and one needs to know how the rock is permanently
altered by the event. A realistic fracture model is then clearly required to
study the disruption of a solid body. The Grady–Kipp model of brittle failure
is generally the model implemented in numerical codes aimed at simulating
fragmentation processes in solid bodies [10].

Despite these recent successes of impact simulations to reproduce some
experiments and asteroid family properties, there are still many issues and
uncertainties in the treatment of the fragmentation phase. Some of the im-
portant ones are:

• Material parameters: One of the main limitations of all researches de-
voted to the fragmentation process comes from the uncertainties on the
material properties of the objects involved in the event. For instance, 10

Fig. 4.4. SPH simulation of the impact of a projectile on a basalt target in the same
conditions as a high-velocity experiment [32]. The plot shows how damage (labeled
dm) propagated 30 μs after the impact (red zones are fully damaged). In particular,
a core fragment can be identified which has the same mass and velocity as the one
measured in the experiment
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material parameters describe the usually adopted Tillotson equation of
state (see e.g. [23], appendix II). Other sensitive material-dependent pa-
rameters are, for instance, the shear and bulk modulus, but the most
problematic parameters are probably the two Weibull parameters m and
k used to characterize the distribution of initial cracks in the target. In
fact, as already mentioned (Sect. 4.2.3), data are still scarce about these
parameters, due to the experimental difficulty to determine their values.
This is a crucial problem because so far, the validation of numerical simu-
lations by confrontation to experiments has been done by choosing freely
those missing values so as to match the experiments [2]. This is not a to-
tally satifactory approach for an ab initio method such as the one provided
by SPH simulations. Unfortunately, this is often the only alternative which
one has. A database including both the material parameters of targets and
outcomes of impact experiments using these targets is thus required to per-
form a full validation of numerical codes. Such a project has started using
the experimental expertise of japanese researchers from Kobe University,
and the numerical expertise of french and swiss researchers from Côte
d’Azur Observatory and Berne University. For instance, measurements of
Weibull parameters of a Yakuno basalt used in impact experiments were
made in this purpose [33].

• Crack propagation speed in a solid: The value of the crack growth
speed is usually assumed to be 40% of the longitudinal sound speed in
numerical simulations. This speed highly influences the number of cracks
that can be activated for a given strain rate (see Sect. 4.2.3). It thus plays
a major role in the number and sizes of fragments which are eventually cre-
ated. The lack of measurements of this speed and its possible dependency
on material type leave no choice but to use an intermediate value such as
the one currently assumed. However, it is important to keep in mind that
this may need to be revised once some cracks are found to propagate at
higher/lower speed in a sufficient number of experiments.

• Model of fragmentation: Up to now, all published simulations of im-
pact disruption have been done using in general the Grady–Kipp model of
brittle failure [10]. In this model, damage increases as a result of crack acti-
vation, and microporosity (pore crushing, compaction) is not treated. How-
ever, several materials contain a certain degree of porosity (e.g., pumice,
gypsum), and asteroids belonging to dark taxonomic types (e.g., C, D) are
believed to contain a high level of microporosity. The behavior of a porous
material subjected to an impact is likely to be different from the behav-
ior of a non-porous one, as already indicated by some experiments (e.g.,
[19]). Therefore, a model for porous materials is required, in order to be
able to address the problem of dark-type asteroid family formations, and
to characterize the impact response of porous bodies in general (including
porous planetesimals during the phase of planetary growth). Such mod-
els have been developed recently and inserted in numerical codes [4, 46].
However, so far their application has been limited to the cratering regime
and their validity is still not guaranteed. Moreover, it will be important
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to check their validity in the disruptive regime by comparison to impact
experiments, such as recent ones made on pumice by the group of Kobe
led by A. Nakamura.

• Rotating targets: All simulations of catastrophic disruption have been
performed starting with a non-rotating target. However, in the real world,
small bodies are spinning (see Sect. 4.3), and the effect of the rotation on
the fragmentation is totally unknown. Some preliminary experiments have
been performed suggesting that, everything else being equal, a rotating
target is easier to disrupt than a non-rotating one (K. Housen, private
communication). If this is confirmed, this will be an important result as all
models of collisional evolutions of small body populations use prescriptions
that are provided by numerical simulations on non-rotating targets. In
particular, the lifetime of small bodies may be shorter than expected if
their rotation has an effect on their ability to survive collisions. It will
thus be important to characterize the impact response of rotating bodies,
both experimentally and numerically, although on both sides, starting with
a rotating body is confronted to several difficulties.

4.6 Conclusion

Our understanding of the disruption mechanisms of small bodies of our Solar
System has greatly improved in the last decades, thanks to the development
of analytical theories and sophisticated simulations. However, there are still
many uncertainties, and problems that need to be investigated. Concerning
the spin limits and tidal disruptions, the theories that have been developed
so far are all static. Nevertheless, they allowed us to understand that the spin
barrier observed for large asteroids does not imply necessarily that these bod-
ies are pure rubble piles, in contrast with the usual interpretation. On the
other hand, the small fast rotators do not need to have much cohesion to spin
at such high rates (see Sect. 4.3). Then, these theories allowed us to revisit the
concept of Roche limit for solid ellipsoidal bodies with and without cohesion.
They showed that, contrary to a fluid, a solid body can come much closer
to a planet or a primary and with a wide variety of shapes (see Sect. 4.4).
However, these theories rely on a model of material strength (Drucker–Prager
or Mohr–Coulomb) which is not necessarily unique and they are limited to
bodies whose shapes are idealized ellipsoids. Some other strength models or
non-idealized shapes should certainly be considered. Then, a complete dy-
namical investigation of these problems is required to determine the outcome
of rotational and tidal break-ups of small bodies.

Sophisticated numerical codes have been developed to study the process of
impact disruption of a small body. The outcome of some impact experiments
and the main properties of some asteroid families have been reproduced suc-
cessfully with one of those codes, based on the smooth particle hydrodynamics
technique and the Grady–Kipp model of brittle failure. However, as discussed
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in Sect. 4.5, there are still many issues, and the road is still long before being
able to characterize with high accuracy, the impact response of a small body
as a function of its material properties. This is a challenging topic which has
many applications. Indeed, the collisional process plays a fundamental role
in the different phases of the history of our Solar System, from the phase of
planetary growth by collisional accretion to the current phase during which
small bodies are catastrophically disrupted. Moreover, the determination of
the impact response of a small body as a function of its physical properties is
crucial in the definition of efficient mitigation strategies aimed at deflecting
a potential threatening near-Earth asteroid whose trajectory leads it to the
Earth.

Thus, researches devoted to these disruption mechanisms and to the con-
cept of strength will certainly keep busy future generations of researchers,
and they will also take advantage of future space missions devoted to in situ
investigations and sample returns from small bodies.
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Abstract Meteoroid are a small rocky bodies traveling through interplanetary
space. Meteors are phenomena caused by the interaction of meteoroids with the
Earth’s upper atmosphere. In this chapter, the author will briefly discuss observa-
tional methods and then concentrate on optical observations of meteors. First, the
basic properties of meteor phenomenon in the atmosphere and classification of mete-
oroids are introduced and then coincidental phenomena, e.g., wake, jets, and train,
are mentioned. Scientific observations (imaging and spectroscopy) carried out us-
ing various observational techniques allow measuring characteristics of meteoroids,
e.g., orbits, density, strength, compositions. All information are potentially useful
for investigating parent bodies of meteoroids, such as comets and asteroids. Search-
ing for organics-related CHON and water in meteoroids is of particular interest for
astrobiology.

5.1 Introduction of Meteoroids and Meteors

Comets (solar system small bodies) are planetesimals that somehow did not
grow into bodies as large as the major planets. They are thought to be rem-
nants of planetesimals were formed in the protoplanetary disk and thus they
reveal important information about the formation of our solar system. Dust
grains about sub-micrometer to centimeter in diameter are ejected from these
bodies and are moving around the Sun as meteoroids.

Meteoroids can be observed during atmospheric entry as a meteor phe-
nomenon. Most meteoroids are weakly bound highly porous chunks of rocky
material. These meteoroids enter the Earth’s atmosphere at hypervelocities
(approximately several tens of kilometer per second), so they reach very high
temperatures (1,800–2,000 K) during entry that they ablate nearly fully. In
other words, the terrestrial upper atmosphere is a natural detector of mete-
oroids. The groups of meteors that appear annually are called ‘meteor showers’
(see Fig. 5.1). On the night of a meteor shower, any naked-eye observer can
recognize that the majority of the visible meteors seem to emanate from a
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specific point in the sky. The direction where the meteors comes from is tradi-
tionally called ‘radiant.’ All dust streams, whether of cometary or asteroidal
origin, show this ‘radiant’ phenomenon. Many such streams have been iden-
tified as meteor showers throughout the year. The general nomenclature for
a meteor shower and a meteoroid stream are using the Latin name of the
constellation from which the radiant emanates, e.g., Geminids, Perseids, and
Quadrantids.

Typical meteors are associated with meteoroid sizes between 0.05 mm and
20 cm in diameter, which are ejected from a small solar system bodies. A
meteor brighter than approximately –3 magnitude is called a ‘fireball.’ An
exceptionally bright fireball (–8 magnitude or brighter) is eventually called
a ‘bolide.’ Some meteors are related with the fall of a meteorite. The term
‘meteorite’ should be exclusively used only for meteoroids recovered on the
Earth’s surface. The geocentric entry speed of the meteoroid varies from 11 to
72 km s−1, which depends on gravity of the Earth (11 km s−1; escape velocity
from the Earth) and the parabolic velocity (42 km s−1; escape velocity from
the solar system) relative to the Earth’s motion (30.3 km s−1), respectively.
For example, the head-on meteor shower ‘Leonids’ shows nearly the maximum
speed of about 72 km s−1 [35].

A meteor shower occurs when the Earth’s path crosses a dense dust trail
generated by its parent comet, which has approximately the orbital period
of the parent. The Leonid meteor shower is one of the most interesting me-
teor showers and has shown strong activity roughly every 33 years at least
in the last 100 years. This corresponds to the orbital period of the comet,
55P/Tempel–Tuttle. Meteor streams that form as a result of cometary ac-
tivity around perihelion are often referred to as trails. A trail is created at
each perihelion passage of the parent comet. On the other hand, non-shower
meteors are called ‘sporadic meteors.’

Meteoroids are ejected from a cometary nucleus when the comet ap-
proaches the Sun within a distance of about 2 AU. Surface sublimation of
nucleus material ejects both gas and meteoroids. Since meteoroids are ejected
in random directions from the nucleus with relative velocities about few meters
to few hundred meters per second, the meteoroids gradually separate from the
comet and form a dust stream. Both comets and meteoroids move around the
Sun in elliptical orbits. The orbit of a comet is generally perturbed strongly by
the gravitational field of planets. Moreover, non-gravitational force induced
by the sublimating gas will modify the orbital period of a comet, further com-
plicating the orbital evolution. Thus, the orbit of dust streams generated by
a comet at different perihelion passages is slightly different. Some streams are
named ‘dust trails.’

Dust trails were detected by the Infra-Red Astronomical Satellite (IRAS)
[61]. Reach et al. (2000) observed the dust trail of comet 2P/Encke with
the Infrared Space Observatory ISOCAM [82]. While Ishiguro et al. (2007)
detected dust trails and its structures of short-period comets from ground-
based observations in the visible wavelength [46]. The central core of a dust
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trail has a size of a few 104 km and this determines the duration of a meteor
shower of several ten minutes. Nowadays, trail locations can be precisely cal-
culated by numerical integrations, allowing predictions of meteor showers [8].
Several models of dust trail position and density were successfully fitted to
the observed rate of Leonid meteor showers. Based on this prediction which
has been in development since the Leonid meteor storm of 1998, the time of
maximum can be predicted to 10 min accuracy or less [70]. Massive numeri-
cal integration for particles ejected from a comet, through a cometary model,
allows for the computation of ephemeris of meteors showers and the spatial
density of meteors streams more precisely [99]. During the Leonid shower in
1998, Nakamura et al. (2000) detected a meteoric cloud scattered by small
meteoroids in the dust trail along the orbit of comet 55P/Tempel–Tuttle [74].
It was observed as a local enhancement, 2–3% of the background zodiacal
light that corresponds to the number density of 1.2 × 10−10 m−3 assuming
typical particle size of 10 μm and albedo of 0.1.

Fig. 5.1. The 1999 Leonid meteor storm observed by Intensified High-Definition TV
(HDTV) camera (NHK and H. Yano) [1]. This composite of meteor images (60 s),
the first and greatest TV recording of a meteor storm in history, was recorded from
the Leonid Multi-Instrument Aircraft Campaign (Leonid MAC [50]) at the peak of
the 1999 Leonid meteor shower. FOV is 60◦×34◦. An ideal hourly rate, Zenith Hourly
Rate (ZHR), of the shower was estimated to ∼ 4,000 hr−1 at 02:02 UT on November
18, 1999. During 1998–2002 Leonid meteor showers, Leonid MAC observing cam-
paigns have been accomplished (principal investigator: Peter Jenniskens, SETI In-
stitute). They were sponsored by NASA and the U.S. Air Force, with additional
support from NSF, ESA, ISAS, NAOJ, and many other institutes, universities, and
organizations. This airborn-observing campaigns made dramatic progress in the me-
teor science, such as wide wavelength observations from ultraviolet to mid-infrared
with spectrographs
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During atmospheric entry, the meteoroids are heated, vaporized, and even
partially ionized in the upper atmosphere. An incoming meteoroid begins to
feel drag from the atmosphere of the Earth at an altitude of about 120 km,
depending on the entry velocity. When a meteoroid reaches around 120 km
altitude, the density of the Earth’s atmosphere is only one ten-millionth of its
density at sea level. Yet the air is dense enough so that the collisions between
the meteoroid and the molecules in the atmosphere cause the meteoroid to
begin to undergo rapid heating. Ablation begins and leads to rapid loss of
mass, with a consequent development of a tail. This ablation process is re-
sponsible for the observed meteor phenomenon depending on the meteoroid’s
size, density, composition, speed, and entry angle.

5.2 Classifications

Meteoroids are generally regarded as solid bodies larger than dust particles
and smaller than asteroids and comets. From the observational point of view,
we can classify meteoroids according to observation or collection methods, that
are limited to certain sizes. Meteoroids are classified into three groups: ‘mi-
crometeorites,’ ‘meteors’, and ‘meteorites’ by detection methods. Figure 5.2
indicates this classification of meteoroids by its size when compared with other
larger or smaller bodies in our solar system.

Fig. 5.2. Detection methods of meteoroids by their size: collected micrometeorites
and observed meteors and dusts

• Micrometeorite, IDP. The smallest collected samples are called ‘mi-
crometeorites’ or, more commonly, ‘interplanetary dust particles (IDPs).’
These particles in the mass range of 10−12–10−6 g (corresponding to 0.6–60
μm in radius for a typical density of 1 g cm−3) are sufficiently gently decel-
erated in the upper atmosphere before reaching evaporation temperature.
The concept of micrometeorites was introduced by Whipple in 1950 [105].
Micrometeorites cannot be observed by optical or radar methods since they
do not produce a significant ionization and luminosity. They are collected
from stratosphere, polar ice cores, deep sea, and in-land sediments and
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also suffer from selection effects in terms of size, shape, magnetism, time
resolution, etc. As yet none of these methods enables the determination of
micrometeorites’ orbits.

• Meteor. It is a luminous phenomenon that is generated when a meteoroid
enters into the Earth’s atmosphere and can be observed by visual, pho-
tographic, or radar methods. These meteors form between approximately
130 and 70 km altitude. The smallest meteoroid size which is able to pro-
duce a meteor is roughly estimated to 0.01 mm, depending on the velocity.
Typical meteors are associated with meteoroid sizes between 0.01 mm and
20 cm in diameter, which corresponds to the mass range of 10−9–104 g. In
fact, there is no cut-off toward large sizes. Most meteors, especially known
meteor showers have cometary origin.

• Meteorite. The mass of meteorites that have actually been found ranges
from 10−2 to 108 g. These are their final masses, after they have passed
through the atmosphere. The ability to penetrate into the atmosphere
depends strongly on the meteoroid velocity. Especially the mass loss due
to severe ablation causes a practical upper velocity limit of about 30 km s−1

for the occurrence of a meteorite fall. A meteoroid larger than ∼20 cm (for
a velocity of 15 km s−1) is able to survive the ablation in the atmosphere
because there is not enough time to ablate the entire meteoroid mass,
before the body slows down to a critical ablation limit of ∼3 km s−1.
Meteorites are best studied with regard to their physics, chemistry, and
mineralogy, but accurate orbits are known for a very small number of
meteorites. Meteorites are usually thought to result from fragmentation of
asteroids.

We can distinguish the following three phases of the meteoroid entry: ‘sput-
tering (preheating),’ ‘ablation’, and ‘dark flight.’ Figure 5.3 indicates these
three regimes of a meteoroid motion in the atmosphere. Numerical simula-
tions of the entry process, ablation and non-ablation states, are shown in
Fig. 5.4. It shows the importance of the ablation process for producing the
observed luminosity.

• Sputtering, preheating. At altitude around 400–120 km when the me-
teoroid approaches the Earth, the surface temperature of the meteoroid
rises but due to low atmospheric density, ablation according to standard
theory is not significant above 150 km. The mean free path (MFP) of at-
mospheric species is about 1.5 m (MFP∼ few tens of centimeters at 100
km, approximately few centimeters at 90 km). Nevertheless, high altitude
meteors become luminous at altitudes above ∼130 km, where the standard
ablation theory is not applicable. A high altitude meteor above 160 km was
first detected by means of multi-station TV and photographic observation
of a bright Leonid meteor [42]. While the typical light curve (brightness
changing with time) of a meteor shows a smooth increase or decrease below
130 km due to ablation process, it fluctuates above 130 km. A comet-like
diffuse appearance was also reported [87].
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Fig. 5.3. Basic terminology for meteors (Ceplecha et al. 1998) [35]. A phenomena of
a meteorite fall is indicated as three regimes, sputtering/preheating (400–120 km),
ablation (120–20 km), and dark flight (<20 km)

Also, radar echoes from Leonid meteors were recorded at altitudes up to
400 km. Sputtering was proposed as a mechanism to explain this high al-
titude luminosity [23]. Monte-Carlo simulations suggest that fast particles
sputtered from the meteoroid surface release 10–20% of the incoming en-
ergy in the atmosphere [81, 100]. The sputtering model can be applied for
observational light curves of high altitude meteors in high-speed meteor
showers, such as Leonids and Perseids [60].

• Ablation. Thermal ablation begins at altitudes between 130 and 120 km
and this altitude is not related to the meteoroid mass. Below this alti-
tude, hydrodynamic approach is useful for describing the meteor luminos-
ity. Thermal ablation occurs because of momentum transfer in collisions
between atmospheric gases and the meteoroid. When the meteoroids’ tem-
perature rises close to about 2,000 K evaporation starts, which depends
on melting point of the containing material. Majority of the meteoroids’
kinetic energy is consumed during ablation. As the meteoroid penetrates
into the Earth’s atmosphere more, deceleration is more obvious. Typical
meteor ablation occurs at approximately 130 and 70 km altitude.

• Dark flight. When a meteoroid (or fragments) decelerates below the speed
at which ablation takes place, the dark flight starts without emitting light.
The terminal velocity observed for many bright fireballs (e.g., [35]) is typi-
cally 3–4 km s−1. If there is no wind, the remnant of the meteoroid follows
a free fall. However, the location of fragments on the ground should be pre-
dicted based on a dark flight computation considering atmospheric wind
effects (e.g., [16, 20, 25, 83]). The impact velocities on the Earth’ surface
are in the order of several 10 m s−1 for smaller meteorites, ∼10 g, and
several 100 m s−1 for larger meteorites, ∼10 kg.
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Additional phenomena connected with a meteor are ‘wakes,’ ‘trains,’ and
‘dust clouds.’ These phenomena are not well understood, but may provide im-
portant clues about chemical reactions in the meteor wake. They are described
below.

• Meteor wake. Meteor wake is the radiation emitted just behind the me-
teoroid, whereas the radiation surrounding the body is sometimes called
head radiation. The wake is caused by atmospheric atoms and molecules
penetrating the skin of a dense plasma of ablated material in front of the
meteoroid. The collisions hasten the meteoric ablation materials and the
heated air past the meteoroid, where they expand into the meteor wake.
Typical dimensions of the wake are several hundred meters to several kilo-
meters behind the body and a typical duration is in the order of several
tenths of seconds. There are two types of wakes depending on the origin
of the radiation: (a) gaseous and (b) particulate. Spectral records of wakes
show lines of the same elements as in the head radiation, but the excitation
energy is significantly lower [35]. The most striking aspect of the images
of wakes were observed by freezing meteoroids’ motion in high-frame rate
of 1,000 frames/s video images with an intensified camera [90, 91] (see
Fig. 5.5). This high-frame rate image shows a bowshock-like structure and
a spherical luminosity before the shock, which looks like a cometary coma
and plasma tail. The ablated vapor cloud extends the size of the wake
largely and thus increases the collision cross section of the meteoroid dra-
matically. The observation suggests that the vapor volume is large enough
to induce a strong shock. Jet-like features have been observed [93] (see
Fig. 5.6) but the details of the ejection mechanism are not clear.

• Short duration meteor train and afterglow. It is evident that short-
lasting trains called ‘short-duration trains,’ which last few seconds at the
most, emit a forbidden line of [O I] at 557.7 nm known as the aurora
green line. The forbidden green line has an evidently different origin than
the other lines. First entry-speed meteors (more than 60 km s−1), such as
Leonids, Perseids, and Orionids, are significant. On the other hand, ‘af-
terglow,’ which also lasts few seconds, is dominated by atomic lines of low
excitation. The afterglow emission is distinguishable from the forbidden
line by spectroscopy. The luminosity of afterglow is explained by atomic
recombination [19].

• Persistent meteor train. Bright fireballs sometimes leave a self-luminous
long-lasting plasma at altitudes of about 80–90 km that is called ‘persistent
meteor trains’ or ‘persistent trains’ (see Fig. 5.7). The persistent train lasts
long after the disappearance of its parent meteor. Occasionally such trains
may last for hours. After a rapid decay in intensity, it is generally believed
that the luminosity of persistent trains is fueled by reactions involving
O3 and atomic O, efficiently catalyzed by metals from the freshly ablated
meteoroids. Rapid temperature decay in the afterglow spectrum was esti-
mated [18]. Atomic recombination followed by electron downward cascade
is a likely mechanism to produce the short-lasting phase of the train [19].
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Fig. 5.4. The computations of gas flow field, including meteoroid ablation and
translational temperature field of a −1 magnitude Leonid meteor at 95 km altitude
and a velocity of 72 km s−1[13, 51]. In the case of non-ablation (a), multiple col-
lisions quickly stop the accelerated air atoms and molecules. Whereas the model
considering meteor ablation of Mg I atoms (b) results in increasing the temperature
around the meteoroid. The figure shows that a large region of the flow field is af-
fected by meteoroid ablation that produces an extended wake at high temperature,
around 5,000 K, in a state of thermal equilibrium. These findings are in qualitative
agreement with high-speed imaging [90, 91] and spectroscopic observations of the
Leonid meteoroids

Recent spectroscopic observation (Fig. 5.8) in the extremely wide wave-
length range between 300 and 930 nm identified some molecules, O2 at
865 nm and OH at 309 nm, as well as atoms, Na, Mg, Fe, Ca, Si, etc. [3].
O2 rotational temperature of 250 K at altitude of 88.0 ± 0.5 km and a
final exothermic temperature of 130 K at about 15 s after the fireball were
estimated. The long-lasting phase of the persistent train after the final
exothermic temperature is probably explained by the chemiluminescence
mechanism.

• Meteoric dust cloud. Dust clouds (smoke trails) left by the meteorites’
fragmentation at lower altitudes around 20–30 km are frequently observed.
The meteoric dust cloud is visible only when it is illuminated by sunlight.
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Note that these trains and dust clouds are different from ‘Noctilucent
clouds’ which are known as polar mesospheric clouds at altitudes of around
85 km observed in the summer months at high latitude region.

Fig. 5.5. High-frame rate meteor images. Each is a 0.94◦ × 0.94◦ section from an
original 6.4◦ × 6.4◦ image, which shows the development of the meteor morphology.
The images were recorded at 1,000 frames/s. The frame number within the sequence
is shown in the upper right corner. The calculated position of the meteoroid is shown
by a dot [53, 90, 91]

5.3 Observational Techniques

Various techniques can be used to study meteors: visual and near-infrared
observations (300–900 nm) using visible and IR photography, video tech-
nique, image-intensifiers, and spectrographs, radio observations (HF: 3–30
MHz, VHF: 30–300 MHz, and UHF: 300–3000 MHz), infrasound detection
(< 20 Hz), and seismogram (shockwave recording) methods.

The generated ion train along the meteor path reflects radio waves in the
decameter, 10–100 m wavelength range. The ion trains of bright meteors are
visible even to the naked-eye. For optical observations, video detection has
the advantage that it allows to monitor meteor phenomena and the ablation
process in real time. These days, the charge coupled device (CCD) invented
in 1970 is the dominant detector for TV meteor astronomy. Though the spa-
tial resolution of TV, 720 × 480 active pixels, is much lower than that of a
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Fig. 5.6. High spatial resolution, narrow band image measurements of the Mg I
emission at 518 nm have been used to clearly identify jet-like features in the 1999
Leonid meteor head [93]. The unusual jet-like filaments suggest that the parent
meteoroids are spinning and as the whirling fragments are knocked away by the
impinging air molecules, or by grain–grain collisions in the fragment ensemble, they
ablate quickly generating an extended area of structured luminosity up to about 1–2
km from the meteoroid center. The jet-like features were found to be present in up
to ∼8% of whole data of the 1999 Leonids

photographic plate, TV observations can record fainter meteors with higher
temporal resolution than photographic techniques.

Atmospheric trajectory and extrapolated interplanetary orbit can be cal-
culated from time synchronized meteor data with velocity information ob-
tained from triangulation stations. Triangulation of meteors by two or more
observers spaced few tens to around 100 km apart determines a very pro-
nounced parallax. Photographic observations using a fast rotating shutter,
chopper, in front of the lens allow to measure the velocity of meteoroids. For
highly sensitive CCD cameras, the video rate recording (generally in 0.03–
0.04-s intervals) acts as a chopper and also allows to determine meteoroids’
velocity.

Meteor forward scattering is a well-known classical method to detect
meteor echoes using radio telescopes (antennas). Signals from distant trans-
mitters are reflected by the meteor trails generated behind the meteoroids.
Radar technique has enhanced mass sensitivity when compared with optical
cameras and video recording. For example, Kyoto University’s newly devel-
oped ultra-multi-channel receiving system of the middle and upper atmo-
sphere (MU) radar (46.5 MHz) with 25 channel interferometers can detect
40,000–50,000 meteoroids’ echoes a day with a very precise determination of
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Fig. 5.7. Time sequence photographs, top right to bottom left, of a persistent train
observed on November 18, 1998. The photographs were taken by Masayuki Toda
at Mt Fuji, Japan with a photographic camera Nikon F4s with Nikkor ED f=200
mm/F2.0 lens. Each exposure time was 4 s and the interval 0.1 s. The bluish part in
the first picture comes from Mg I (383 nm) emission. The train was blown away by
the upper atmospheric wind at the rate of about several tens to 100 m s−1

the location of meteor trails. The emitted radio signal is scattered by electrons
in the plasma (meteor trail) created in the vicinity of the meteoroid due to
its interaction with the atmosphere. The scattering by a meteor trail typically
lasts for 0.1–1 s. The plasma immediately surrounding a meteoroid upon its
entry into the atmosphere can also scatter the radar signal. Echoes due to
such a scatter process are called meteor head echoes. Head echoes were first
detected in 1949 [68, 69]. Much recent progress on head echo observations has
been achieved through the use of high-power large-aperture (HPLA) radars,
such as Arecibo (430 MHz) (e.g., Mathews et al., 1997 [65]), EISCAT (930
and 224 MHz) (e.g., Pellinen-Wannberg & Wannberg, 1994 [79]), Jicamarca
(50 MHz) (e.g., Chapin & Kudeki, 1994 [36]), Millstone Hill (440 MHz) (e.g.,
Evans, 1966 [41]), ALTAIR (422 and 160 MHz) (e.g., Close et al., 2004 [37])
and the MU Radar (e.g., Sato, Nakamura & Nishimura [86]). With the head
echoes, the speed of the meteoroid can be more directly measured through the
analyses of Doppler frequency shifts or range-time intensity (RTI) plots. Such
studies contributed much to the understanding of meteoroids inherent prop-
erties, specifically regarding meteoroid decelerations and velocities. Using the
MU Radar, Sato et al. (2000) developed a Doppler pulse compression scheme
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Fig. 5.8. Left: Photographic spectrum of 1998 Leonid meteor’s persistent train taken
by Hideyuki Murayama. This is the same train as shown in Fig. 5.7. Spectrum is
obtained with an exposure time of 10 s. The dispersion direction is from left to right
and the fireball moved from top to bottom. At the earlier stage, the strength of the
line at Mg I (383 nm) is stronger than that of Mg I (518 nm) because of its higher
excitation potential. The continuum between 550 and 600 nm originated from orange
arc emission of FeO. Right: TV spectrum of a meteor persistent train observed after
a Leonid fireball taken by Satoru Sugimoto. The spectrum is obtained by averaging
of 30 video frames (duration of 1 s), providing a circular field of view of 26◦ in
diameter. The dispersion direction is from right to left and the fireball moved from
top to bottom. The strong atoms are Na I at 589 and 818 nm, Mg I at 458 and
518 nm, and many Fe lines, while molecules are FeO around 586 nm and O2 around
865 nm

that can enhance the S/N ratio of the radar echoes with very large Doppler
shifts. It also allows to determine the range of the head echoes with a resolu-
tion of 200 m [86]. Doppler velocities, echo powers, and ranges are determined
from range-frequency spectra derived with the Doppler pulse compression.
The direction of the meteor head can also be determined with interferometry:
in this case the three-dimensional location of meteor head can be measured
for each single transmission pulse.

Until today, quantitative meteor spectroscopy is the only tool for deriving
elemental compositions of millimeter–centimeter-sized dust grains, because
in-situ data from space missions are limited and typically measure smaller
dusts. Spectroscopic observations of evaporated gas of meteoroids reveal not
only chemical composition of dusts but also emission processes caused by
hypervelocity impacts in the atmosphere. Millman et al. (1971) first observed
meteor spectra by television techniques [72]. Most early spectroscopic studies
were concerned with line identification. J. Borovička et al. [14, 15, 17, 21],
S. Abe et al. [1, 4, 6], J.M. Trigo-Rodŕıguez et al. [94], T. Kasuga et al. [58], and
P. Jenniskens [56] have carried out spectroscopic studies including quantitative
analysis of meteors’ spectra.

Typically, the intensified video data are recorded in an 8-bit (28 = 256)
analog video system in PAL (mostly in European region) or NTSC (mostly
in US and Japan regions) format. Abe et al. (2000) reported on the first
imaging and spectroscopic observations using Intensified High-Definition TV
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(II-HDTV) [1]. Earlier, II-HDTV developed by NHK (Nippon Hoso Kyokai)
was used to monitor the prominent activity of the 1998 Giacobinid meteor
shower, associated with comet 21P/Giacobini–Zinner [103]. This technique in-
creases the number of TV lines from about 576 (NTSC) to 1150, and has a
10-bit (210 = 1024) dynamic range, four times higher than previous video sys-
tems. For a given field of view, the system is more sensitive than conventional
intensified CCD cameras. Meteors as faint as +8 magnitude and stars of +10
magnitude can routinely be observed even with a wide 37◦×21◦ field lens. The
development of ultraviolet visible II-HDTV (with spectral range of 250–1,000
nm) allowed to identify new molecules, N+

2 and OH [4] (see Figs. 5.11, 5.17).
The resulting spectral resolution of II-HDTV was about 1.5 nm in FWHM
(full width at half maximum). While using a cooled CCD camera, Jennikens
et al. (2007) first studied fainter lines with high resolution, ∼0.13 nm [56].
The limiting magnitude for meteors was about +5.7, while for spectra it was
about +4 magnitude with a field of view of 4.7◦.

5.4 Meteoroids to Zodiacal Clouds

A young meteoroid stream of dust, pebbles, and large chunks will become
widely dispersed in space by planetary perturbations, collisions, and solar ra-
diation forces (details are shown below). The initial stage of meteoroid stream
dispersion is caused by planetary perturbations that can change their orbits
significantly. This dispersion time scale of the meteoroid stream is a few hun-
dreds up to 1,000 years [39]. On longer time scale, >10,000 years, the evolution
of dust particles is dominated by a mixture of delicately complex forces such as
the Poynting–Robertson and Yarkovsky forces. Most millimeter–centimeter-
sized meteoroids originated from Jupiter-family comets (JFCs) with high
eccentricities are spread by the Poynting–Robertson force over a period of
108–109 years [29, 73].

A small particle in orbit around the Sun is moving relative to the solar ra-
diation field. From the perspective of a dust particle, solar radiation pressure
force is not perfectly radial on the moving particle but has a small compo-
nent opposite to the particle motion (ahead of the Sun). This phenomenon
is called ‘aberration.’ The ‘Poynting–Robertson effect’ (non-radial radiation
pressure due to aberration of sunlight) acts as drag force resulting in a gradual
decrease in eccentricity and semimajor axis. A similar but weaker effect (the
ion drag), about 30% of the Poynting–Robertson drag force, arises from the
solar wind. The ‘Yarkovsky effect’ (non-isotropic thermal emission from an
illuminated rotating object) causing a change in semimajor axis depends on
the sense of rotation. Retrograde rotators place the hot region in the leading
hemisphere. The diurnal variant decreases (increases) the semi major axis for
retrograde (prograde) rotating objects. The Poynting–Robertson effect domi-
nates the orbital evolution of millimeter–meter-sized particles rather than the
Yarkovsky effect; however in general, these grains are affected by collisions.
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Whereas meter-sized bodies are influenced importantly by the Yarkovsky ef-
fect which can lead to significant changes in the orbital distribution of the
bodies and spin period plays an important role [29].

In interplanetary space, meteoroids breakup by mutual high-speed (v >
1 km s−1) collisions. It has been considered that collisions among dust parti-
cles are also an important process in maintaining the evolution of the zodiacal
clouds [47]. Meteoroids are modified or destroyed, and lots of new fragment
particles are generated by the impacts. One of the evidences for meteoroids’
collision was indicated by anomalous meteoroids’ orbits. These were observed
using multiple-station photographic cameras equipped with rotating shutters
during 1998–1999 Leonid outbursts [95]. Though these anomalous meteoroids
still belonged to the Leonid dust trail because of the similarity of geocentric
radiant to those exhibited by the Leonids, they had lesser geocentric veloci-
ties corresponding to shorter semimajor axes and smaller eccentricities. The
collision with interplanetary meteoroids is the most probable explanation of
the origin of these anomalous Leonid meteoroids. These results suggested that
collisions of meteoroids with zodiacal dust are common. The maximum mass
for zodiacal dust particles is estimated to be 10−6 g because masses greater
than this are quickly destroyed by mutual collisions [44], while the masses of
meteoroids producing visible Leonid meteors are in the order of 10−3 g. The
average heliocentric velocities of zodiacal dust and Leonid members are 15
and 41 km s−1, respectively. In fact, it is still impossible to make a laboratory
experiment to check such a hypervelocity impact. For the meteoroid flux at 1
AU, the collisional time scale is shorter than the Poynting–Robertson orbital
decay time scale for particles with masses m > 10−5 g [43]. Although some at-
tempts have been made to explain the flux distribution of interplanetary dust
at the near-Earth space (e.g., Mukai (1989) [73], Ishimoto (2000) [47], and
reviewed by Mann (2004) [64]), the results have not always been consistent
with observations for the entire mass range.

5.5 Origin of Meteoroids

Approximately 230 potential showers were observed; however, the sources of
minor meteor showers are still unclear. Of particular interest is whether these
weak showers originate from faint comets, dormant comets or asteroids.

5.5.1 Interstellar Origin

A part of meteor echoes showed surprisingly fast speed, more than 72 km s−1,
and such fast meteoroids can be explained by interstellar dusts from outside of
our solar system. Fewer than one out of ten thousand radar meteors have been
identified as interstellar meteoroids that pass through the solar system on a
hyperbolic orbit. According to AMOR radar observations in New Zealand,
these particles have been found to arrive from southern ecliptic latitudes with
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enhanced fluxes from discrete sources [10, 92]. The estimated radius of inter-
stellar meteoroids observed by radar is about 20 μm, while clearly identified
interstellar dust particles detected by Ulysses spacecraft at distances between
1 and 5.4 AU from the Sun are much smaller, with sizes ranging from 0.1 to
above 1 μm with a maximum of about 0.3 μm. Interstellar meteors were also
detected with the Jicamara and MU radars. The observed velocity distribu-
tions in the fast interstellar component measured at Jicamarca in Peru is well
described by a Gaussian function with an average velocity of ∼63±6.6 km s−1

[49] and agrees very well with distributions reported using the MU radar in
Japan [86].

5.5.2 Cometary Origin

Some meteor showers are directly linked to a comet, e.g., short-period comet
2P/Encke, several Jupiter family comets (21P/Giacobini–Zinner, 45P/Honda–
Mrkos–Pajdusakova), Halley-type comets (109P/Swift–Tuttle, 55P/Tempel–
Tuttle), and the long-period comets (C/1861 I Thatcher, C/1911N1 Kiess).

On the otherhand, for example, the Geminid meteor shower follows an
orbit that is clearly associated with the near-Earth asteroid (3200) Phaethon.
The recently discovered Apollo asteroid 2005 UD is the most likely candidate
for being a large member of the Phaethon–Geminid stream Complex (PGC)
[76]. Asteroid 2003 EH1 with high orbital inclination angle, about 71◦, was
identified as the parent of Quadrantids which is one of the most intense annual
meteor showers [54]. Parent bodies of the Geminids (3200 Phaethon and 2005
UD), the Quadrantids (2003 EH1), the Daytime Arietids (Marsden group of
sungrazers), The Andromedids (fragments of 3D/Biela), and Phoenicids (2003
WY25) [55, 104] are probably the dormant or extinct cometary nuclei, which
originated from breakup of comets.

5.5.3 Asteroidal Origin

Asteroidal particles have been proposed as a major source of the IDPs. A re-
cent theory and observation of asteroidal dust bands and the young asteroid
families suggested that the zodiacal cloud is not dominated by asteroidal par-
ticles [75]. Considerable fraction of mass-loss ejected from short-period comets
were estimated by their dust trails, which suggested that short-period comets
could be considered as a source of the IDPs supply in the interplanetary
space [46].

Magnitude, altitude, entry angle to the atmosphere, velocity, and deceler-
ation history of a fireball enable to investigate not only orbital elements but
also mineral materials using Ceplecha’s Classification [33]. One attempt of a
survey of asteroidal meteors among the multi-station optical meteor database
of ∼15,000 orbits succeeded in the discovery of pebbles, five meteoroid candi-
dates, from the near-Earth asteroid (25143) Itokawa [77]. Using the Ceplecha’s
classification, the classified mineral of most probable candidate originated



144 S. Abe

from the asteroid Itokawa indicated ordinary chondrite, which is similar to
Itokawa’s surface composition of a LL chondrite analog. Note that Japanese
spacecraft ‘Hayabusa’ explored the Earth-crossing asteroid Itokawa in 2005,
which brought us most precise scientific data, e.g., mass, bulk density, poros-
ity, morphology (irregular shape, craters, and boulders), mineralogy, space
weathering, that was never ever seen. S-type asteroid Itokawa is a chondritic
ruble pile object and is considered as a source of ordinary meteorites.

Most of meteors have been treated as cometary origin, while meteorites
are usually thought to be associated with asteroids. Orbital and mineralogical
(including reflectance spectrum) links have already been noted that imply an
asteroidal origin for most meteorites. In fact, collected meteorites are biased
and unrepresentative of the meteoroid population in the near-Earth space.
Generalizations about their parent bodies and dynamic evolution of meteorites
are incomplete.

Accurate orbital determinations on meteorites are potentially of great
value in establishing where the members of particular meteorite classes come
from. Precise triangulation measurements during the meteorite entry make
it possible to calculate the orbit that the meteorite was following before the
encounter with the Earth.

5.6 Meteorites’ Orbits and Meteor
Observation Networks

There are over 33,000 meteorites in collections worldwide. Japanese expedi-
tions in Antarctic discovered a lot of Antarctic meteorites and Japan is now
the most holding country (more than 16,000) [108]. In order to determine
the orbit of meteorites, dedicated photographic fireball networks have started
since the fall of 1963. However, only nine meteorites have been identified with
their interplanetary orbits until 2007 and none of them is associated with
known a small solar system bodies. Among them, seven meteorites are clas-
sified as ordinary chondrites, Tagish Lake and Neuschwanstein were found to
be a unique carbonaceous and enstatite chondrite, respectively. Information
on these nine meteorites are summarized in Table 5.1 and their interplanetary
orbits are displayed in Fig. 5.9.

5.6.1 Classical Meteor Networks

• The Czechoslovak (Czech) network in the former Czechoslovakia (1963–
present) was established by Ceplecha [31]. After the addition of more sta-
tions in other European countries, the European Fireball Network (EN)
including Czech network have been operating until today by Spurný, which
consists of 50 stations spaced by about 100 km, one all-sky camera (fish-eye
lens) at each station, and covering about a million square kilometer.
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• The Prairie Network (PN: 1963–1973), with 16 stations spaced about by
250 km, four cameras with 90◦ field of view, and covering about a million
square kilometer in the US, was built up by Fred Whipple.

• The Meteorite Observation and Recovery Project (MORP: 1971–1985) in
Canada was led by Ian Halliday.

• Fainter meteors were systematically photographed from 1952 to 1954 using
Super-Schmidt cameras [48, 66]. Trajectory and orbital data on more than
2000 faint meteors are available from this project.

More details on the classical fireball networks and references to original
chapters can be found in [32].

On April 7, 1959, the first recovered meteorites to have been photo-
graphically tracked during atmospheric entry was the Př́ıbram in the former

Fig. 5.9. Orbits determined from triangulation observations coverage for nine re-
covered chondrite falls: Pr–Př́ıbram (H5, Apr. 7, 1959); LC–Lost City (H5, Jan. 3,
1970); In–Innisfree (L5, Feb. 5, 1977); Pe–Peekskill (H6, Oct. 9, 1992); TL–Tagish
Lake (C, Jan. 18, 2000); Mo–Morávka (H5-6, May 6, 2000); Ne–Neuschwanstein
(EL6, Apr. 6, 2002); PF–Peak Forest (L5, Mar. 26, 2003); Vb–Villalbeto de la Peña
(L6, Jan. 4, 2004). Př́ıbram and Neuschwanstein had identical orbits, but are of
different chondritic types. The orbits are projected onto the ecliptic plane. Vernal
equinox is to the right
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Czechoslovakia [31]. The orbit of the Př́ıbram meteorite is very close to the
Hilda asteroidal family beyond the outer edge of the main Asteroid Belt. On
April 6, 2002, 43 years after the Př́ıbram, a new fall had happened at western
Austria and southern Bavaria near the sublime castle of Neuschwanstein and
fortunately was photographed by seven cameras in Germany and Czech. The
orbital elements of the Neuschwanstein are in agreement with the Př́ıbram
meteorite with a high degree of accuracy, which implies that the two recov-
ered samples are members of a stream of similar objects [89]. Surprisingly, the
Neuschwanstein was classified as a rare (1.5% of all falls) enstatite chondrite
(EL6) [12], while the Př́ıbram was classified as a H5 ordinary chondrite. The
cosmic-ray exposure ages of Př́ıbram and Neuschwanstein differ significantly,
12 and 48 Myr, respectively. Both these ages, which are believed to repre-
sent the time span from the release of the meteoroid from the parent body
to its encounter with the Earth, are significantly longer than the typical sur-
vival times of meteoric streams. However, the most mysterious question why
a completely different classifications of the two meteorites originated from the
same parent is still subject to debate.

5.6.2 Recent Meteor Networks

In recent years, several meteor photographic networks are operating together
with serious amateur astronomers, especially in Europe and Japan, and their
results are regularly published (WGN, the Journal of the International Me-
teor Organization (IMO); Radiant, the Journal of the Dutch Meteor Soci-
ety (DMS); Memoirs of the Nippon Meteor Society, Japan (NMS)). Several
other meteor networks are in operation, e.g., North American Meteor Net-
work (NAMN), Polish Fireball Network (PFN), French Meteor Observing
Network (REFORME), Japan Fireball Network (JN) and Tokyo Meteor Net-
work (TMN). In parallel to that, new generation meteor networks begin to
operate in the world. In the following, the major recent-established networks
are listed.

• Czech, UK, & Australia group. Three autonomous fireball network
cameras using photographic plates, covering approximately 0.3–0.4 × 106

km2, have now been established in the desert regions of Australia on De-
cember 2005 initiated by Spurný. Meteorite fall locations will be deter-
mined within 1 km2 accuracy for later recovery by field survey.

• Spanish group. The SPanish Meteor Network (SPMN) uses newly devel-
oped innovative low-scan all-sky high-resolution CCD cameras that reach
+2/+3 meteor limiting magnitude [98]. The astrometric accuracy of the
camera is ∼1.5 arcmin, providing better resolution than many commer-
cial video cameras, and close to the astrometric resolution of conventional
photography on large-format EN cameras [88].

• Japanese group. Observations with the automatic detection software
has a great advantage for meteor observations. In order to extend the
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number of meteor orbits and spectra, a commercial CCD video camera
(e.g., WATEC with f = 6mm/F0.8 reaching +3/+4 meteor limiting mag-
nitude) with an automatic software (UFOCapture developed by a Japanese
software engineer Mr. SonotaCo) is used by amateur astronomers. One rare
occasion observed from several stations using this system was the Earth-
grazing meteoroid: a large meteoroid that entered into Earth’s atmosphere
at a shallow angle, passing through the atmosphere for very long distance
and returning to space after the perigee passage. Interestingly, this ob-
served Earth-grazing fireball was the third case in history, first case with a
spectrum, and was identified as a carbonaceous meteoroid with an Apollo
asteroid-type orbit [7].

5.7 Meteoroid Impacts on Other Planets

The fall of Comet Shoemaker-Levy 9 (S-L 9) into the Jupiter atmosphere in
July 1994 showed us a powerful collision with no direct analog observed in
nature. Impacts of cometary and asteroidal fragments and meteoroids are also
observable on other planets and on the moon. Theoretical models based on the
number of planet-approaching cometary orbits predicted ample opportunities
for observing activity at Mars and Venus [38]. The ratio of planet-approaching
Jupiter family comets (JFCs) at Mars, Earth, and Venus is 4:2:1 indicating
that JFC-related meteor showers would be more frequent at Mars than at the
Earth. On the other the relative numbers of planet-approaching Halley-type
comets (HTCs) imply that the respective levels of annual meteor activity at
those three planets are similar.

During 1999 Leonids maximum, more than 10 lunar impact flashes were
successfully observed on the night side of a 10 day-old Moon from US, Mex-
ico, and Japan [40, 78, 106]. After the discovery of impact flashes caused by
Perseids (a non-Leonid meteor shower) [107], lunar impacts are recognized
as common phenomena. However, the details of impact flash, the luminous
efficiency and the flash materials are still uncertain. The flash magnitude,
observed from Earth, typically ranges between 7 and 10. Current meteoroid
models indicate that the moon is struck by a meteoroid with a mass greater
than 1 kg over 260 times per year. Clearly more observations are needed to
establish the rate of large meteoroids impacting the moon.

5.8 Meteoroids Influx on the Earth

The flux of small bodies onto the Earth is poorly constrained. Ceplecha et al.
(1998) compiled existing data and applied improved observation analysis to
determine total mass influx of all interplanetary bodies to the entire Earth’s
surface (atmosphere). The data are given in Fig. 5.10. From this, the flux in
the mass range of 10−21–1015 kg is estimated to be 1.3 × 108 kg [34, 35].
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In Fig. 5.10, there are three mass ranges with populations: (10−9.5 kg
< m < 10−6 kg), (10−4 kg < m < 10−2.5 kg) and (105 kg < m < 109 kg).
According to a study by Grün et al. (1985) [43], the first region corresponds
to the situation where the losses of particles caused by Poynting–Robertson
effect outweigh the collisional gains of particles from bigger bodies. The second
region at m = 10−3 kg corresponds to the mass range where meteor showers
are the most dominant phenomena. Perhaps, the third region corresponds to a
majority of small cometary fragments that are observed as dormant or extinct
cometary bodies.

According to the data in Fig. 5.10, the influx per year per Earth’s surface
is 0.8 × 106 kg for the mass range 10−7–102 kg, 20 × 106 kg for the mass
range 102–109 kg, 100 × 106 kg for the mass range 109–1015 and it is 4 × 106

for particles with mass smaller than 10−7 kg.
In contrast, Love and Brownlee (1993) studied the flux of meteoroids from

the analysis of hypervelocity impact craters on the space-facing end of the
Long Duration Exposure Facility satellite (LDEF). They determined the mass
influx of particles, in the mass range 10−12–10−7 kg (40±20) × 10 6 kg per year
on a continual basis and about 5–10% of the mass of small particles survives
atmospheric entry [62]. This points out the differences in flux between particles
crossing the Earth’s orbit, particles being detected during entry, and particles
reaching the Earth’s surface.
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Fig. 5.10. Mass distribution of meteoroids at the near-Earth space compiled by
Ceplecha et al. (1998) [35] with considering corresponding visible magnitude of me-
teor. Cumulative numbers N (all bodies with masses larger than the given mass m) of
interplanetary bodies coming to the entire Earth’s surface per year is plotted against
logarithm of the mass m. Visible magnitude was estimated by a mass-magnitude
relationship
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Many authors have estimated the influx of near-Earth space in the limited
size range. Nevertheless, results are biased by observational techniques and
conditions. Based on observations from US military satellites in geostationary
orbits, Brown et al. (2002b), for instance, found that the flux of objects in
the 1–10 m size range has the same power-law distribution as bodies with
diameters larger than 50 m [27].

5.9 Spectrum and Composition of Meteoroids

Spectroscopic observations of meteors reveal not only the chemical composi-
tion of (the cometary) meteoroids, but also emission processes of hypervelocity
impacts in the atmosphere, which are difficult to reproduce in laboratory ex-
periments at present. If the sizes of entering meteoroids are between 0.05 and
0.5 mm, the body is heated throughout. In the case of a meteoroid larger
than 0.5 mm, only a surface layer down to a few tenths of a millimeter is
heated. When the surface temperature reaches about 2,000 K, occurring at
heights around 100 km, the meteoroid material starts to sublimate from the
surface and is surrounded by evaporated vapors. Excited states of atoms of
these vapors are gradually de-excited by radiation. Meteor luminosity consists
mostly of radiation of discrete emission spectral lines belonging for the most
part to metals and mainly to iron. More than 90% of the meteor luminosity
originates from radiation of single-excited atoms of meteoroid material with
excitation temperatures of 3,000–5,000 K. Figure 5.11 shows a fireball meteor
spectrum observed with an intensified TV camera system. The typical first
meteor spectrum shown in Fig. 5.12, 72 km s−1 for Leonids, indicates that
atomic lines, such as Fe I, Mg I, Na I, Ca I originating from the meteoroid
emits in the shorter wavelength, while atmospheric emissions such as O I, N
I, and N2 are seen in the longer wavelength region.

A typical temperature of ‘main(warm) component,’ which contains most
of the spectral lines, e.g., Fe I, Mg I, Ca I, and Na I, is T ∼ 4,500 K. The ‘sec-
ond(hot) component’ is excited at T ∼ 10,000 K and consists of a few ionized
elements, such as Ca II and Mg II. Note that the rotational temperatures are
typically less than the translational temperatures, but they seem to be under
equilibrium state in the wake.

The line intensities depend not only on abundances of the respective el-
ements in the meteoroids but also on the physical conditions during the ab-
lation. Line intensities observed in the meteors are strongly affected by their
excitation temperature in the thermal equilibrium state. The excitation tem-
perature depends on the entry speed relative to the atmosphere. We assume
that the most of the observed meteor emission originates from the nearly
equilibrated gas. Figure 5.13 shows the observed Mg/Na line intensity ratio
in meteor spectrum as a function of meteor speed. Precise temperature esti-
mations are required for determining elemental abundances from the observed
spectra.
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The ternary diagram, Fig. 5.14, compiled by Borovička et al. (2005) shows
relative intensities of the Mg, Na, and Fe multiplets [21]. The theoretical values
for chondritic composition are plotted in the same figure, which are marked
with the corresponding temperatures. Elemental abundances of meteoroids
derived from fireball spectra when compared with CI abundances and comet
1P/Halley’s dust are shown in Fig. 5.15 [22]. The chemical composition of
cometary grains does not largely differ from chondritic material. On the other
hand, Halley-type comets seem to be richer in Na, Si, and Mg and poorer in
Fe, Cr, and Mn in comparison with chondrites.

The meteoroids coming from active comets are chemically relatively ho-
mogeneous. Larger diversity is found among sporadic meteoroids of cometary
origin and sizes of several millimeters. Part of these are probably fragments
of cometary crust irradiated by the solar radiation. The latter are depleted
in volatiles (Na) and are mechanically significantly stronger than normal
cometary material. The loss of volatiles and general compaction also occurs
in the vicinity of the Sun. Small meteoroids with perihelia within 0.2 AU are
chemically and physically altered. This process can be at least partly respon-
sible for the high density of Geminid meteoroids which parent, asteroid (3200)
Phaethon, approaches the Sun as close as 0.14 AU.

Fig. 5.11. Spectrum of a Leonid fireball observed by UV sensitive II-HDTV system
on November 18, 2001. This image (the field of view is 23◦ × 13◦) is composed of
15 consecutive frames taken during the total duration of 0.5 s. The meteor moved
from top to bottom and the dispersion direction is from left to right and parts of
the second and third order spectra are on the right. A part of radiation comes from
forbidden lines of neutral oxygen at 557.7 nm. The analyzed spectrum of this fireball
is shown in Fig. 5.17
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5.10 Differential Ablation, Density,
and Strength of Meteoroids

A model of meteor differential ablation predicted that volatile atoms, such as
Na, vaporize earlier than Mg, Fe, and Si, while refractory Ca vaporizes later on
and not fully [71]. The model explained much higher abundance of Na than Ca
in atmospheric metal layers and this fact was confirmed by LIDAR (Light De-
tection and Ranging) observations of Leonids and other meteor showers [101].
LIDAR is an optical remote sensing technology that measures properties of
scattered light to find range and other information of a distant target. Detec-
tion of differential ablation by optical spectroscopy was first reported during
the 1998 Leonids [17] and was confirmed during the 1999 Leonids [1]. Fig-
ure 5.16 represents atomic light curves of the 1999 Leonids compared with
the 1999 Taurids. In Leonids, the Na line often starts and ends earlier than
the Mg line. However, the effect of early release of Na varies from meteor to
meteor. In the Taurids’ light curve, in contrast, Na emission closely follows

Fig. 5.12. Spectrum of a Leonid meteor observed by II-HDTV system on November
18, 1999 [1]. Upper thin line is the observed spectrum and lower bold line is the
spectrum after sensitivity calibration. Meteor emission originates from a mixture
of atoms and molecules ablated from the meteoroid itself (blue rectangle), Fe, Mg,
Na, and Ca as well as the surrounding air plasma, O, N, and N2. The atmospheric
emissions are particularly prominent for high-speed meteor showers, such as Leonids,
Perseids, and Orionids
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Fig. 5.13. Observed Mg/Na line intensity ratio in meteors as a function of meteor
speed [21]. The approximate fit (solid line) is drawn through the meteors classified as
having normal Mg and Na abundances (marked by large symbols). The Na/Mg line
ratio is speed independent for speeds larger than 40 km s−1 but increases for lower
speeds, especially below 20 km s−1. The Na/Mg line ratio for high speeds correspond
nearly to the temperature of 5,000 K, while at 15 km s−1 the temperature is nearly
4,000 K. The temperature curve in Fig. 5.14 can be therefore treated as a speed
curve. Any meteor with chondritic composition should lie near this curve

Mg emission as shown in Fig. 5.16. The effect of sodium early release is strong
in the Leonids (comet 55P/Tempel–Tuttle), Orionids (comet 1P/Halley), and
Leo Minorids. On the other hand, it is weaker in Perseids (comet 109P/Swift–
Tuttle) and very weak (or no) sodium preferential ablation was observed in
Geminids (asteroid (3200) Phaethon), Taurids (comet 2P/Encke), and the
Ursa Minorids (comet 8P/Tuttle). It seems reasonable to suppose that dust-
ball-meteoroid grains originating from active comets, comet-asteroid transi-
tion objects (CATs), and very young distinct comets show differential abla-
tion. The first high-quality spectra of Quadrantid meteor shower were ob-
tained in Miyazaki prefecture, Japan (Koji Maeda), and these also show the
clear differential ablation of Na [5]. Na emission appeared earlier than that of
other metal atoms, such as Mg and Fe. Of particular interest to Quadrantids is
that the parent body was discovered as an asteroid, 2003 EH1 [54]. According
to signatures of initial velocity, beginning and terminal heights of 44 Quad-
rantids with their spectral light curves supposed that Quadrantid meteoroids
have partially lost their volatile component, but are not depleted to the same
extent as Geminid meteoroids [59]. In consideration of the orbital history of
2003 EH1, these results lead us to the conclusion that the parent body is a
dormant comet. However, the effect of early sodium release is not universal
and seems to be influenced by the structure and disruption altitude of the
meteoroid. Detailed correlation of spectral data with altitude information will
improve understanding of differential ablation of meteoroids in the future.
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Fig. 5.14. Diagram showing the measured relative intensities of the Mg I (2), Na I
(1), and Fe I (15) multiplets in 96 meteor spectra [21]. This diagram forms the basis
of spectral classification of faint meteors. Different classes are marked by different
symbols. The solid curve shows the expected range for chondritic composition as a
function of meteor speed. The speeds (in km s−1) are marked with numbers. For
speeds larger than 40 km s−1, the line ratios should not change substantially. There
are three classes of them: irons, Na-free meteoroids, and Na-rich meteoroids. Among
97 meteoroids, 14 are classified as irons. Na-free meteoroids are those showing no Na
line but not classified as irons are 21 meteoroids, while two Na-rich meteoroids were
obtained. The meteoroids which occupy middle parts of the ternary of the diagram
will be collectively called mainstream meteoroids, because they form the majority
of the meteoroids and their spectra are closer to the expected chondritic spectra.
Detailed classification of these meteoroids with their orbit information when com-
pared with Tisserand parameters relative to Jupiter are published in J. Borovička
et al. [21]. Surprisingly, typical asteroidal-chondritic orbits with low inclinations and
aphelia inside the asteroid belt are occupied mostly by iron meteoroids

The dynamic pressure of the atmosphere at the point of disruption, which
is approximately equal to the bulk crushing (mechanical) strength of the me-
teoroid, can be estimated by a simple equation. Though this value is still
based on the assumptions of several parameters (shape, heat transfer coef-
ficient, and density), estimated densities and strengths are summarized in
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Fig. 5.15. Elemental abundances of meteoroids derived from fireball spectra cate-
gorized as Halley, Jupiter comets, asteroidal, or Geminids by their orbits compared
with CI abundances (compiled by J. Borovička [22]). The fireballs are divided ac-
cording to their origin, cometary or asteroidal. The volatility of the atoms increases
from left to right. The in situ measured abundances of the dust of comet 1P/Halley
indicated as ‘Comet Halley dust’ (Jessberger et al. 1988 [57]) and of LL ordinary
chondrites (Wasson & Kallemeyn 1988 [102]) are plotted for comparison. Though
chemical composition of cometary meteoroids does not largely differ from chondritic
material, it seems that chemically homogeneous and diversity are found among ac-
tive cometary meteoroids and sporadic meteoroids coming from cometary origin,
respectively

Table 5.2. Trans-Jovian cometary fireballs are those that are in retrograde
heliocentric orbits, have aphelia beyond 5 AU, and are associated with known
meteor streams. The strength of the trans-Jovian fireballs were estimated to
be 103–106 Pa (1 Pa = 10 g cm−1 s−2). While the most fragile meteorites
that survive to the Earth’s surface have the strength of ∼106 Pa.

5.11 Organics and Water in Meteoroids

Cometary meteoroids are a potential source of organic matter. It is important
to understand how meteoroids supply the Earth with space matter including
organics and waters. Meteors represent a unique chemical pathway toward
prebiotic compounds on the early Earth and a significant fraction of organic
matter is expected to survive. Searches for organics related with CHON have
been made in the recent years in the spectra of meteors. Hydrogen can be
seen in the high temperature component of the spectra of fast fireballs. The
derived H/Mg abundance varies widely from less than in CI chondrites to
somewhat more than in Halley dust (Fig. 5.15). The hydrogen may come ei-
ther from water embedded in partly hydrated minerals [84] or from organic
material. Atomic carbon has been positively identified in a UV Leonid spec-
trum from spectrographic imagers onboard the Midcourse Space Experiment
(MSX) satellite [30]. Since ozone in the stratosphere strongly absorbs below
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Fig. 5.16. Atomic light curve of active and non-active cometary meteoroids. Sodium
releases earlier than other atoms, so-called differential ablation, are clearly seen in
the Leonids (cometary meteoroids), but in the Taurids (more asteroidal meteoroids).
Height (km) is indicated for a light curve (lower left), which was observed by trian-
gulation method

290 nm, preventing the UV light from reaching the Earth’s surface, observa-
tions from the low-Earth-orbit (LEO) provide a golden opportunity to search
for new atoms and molecules including organics in the UV region. The search
for the main band of CN at 388 nm in Leonid spectra was unsuccessful because
of its overlap with numerous Fe lines. Russell et al. (2000) detected CO, CO2,
H2O, and probably CH4 in the mid-infrared spectrum of a meteor train sev-
eral minutes after the fireball passage [85]. Pellinen-Wannberg et al. (2004b)
reported the detection of water in an Leonid meteor but their evidence is
indirect [80]. The ultraviolet band of OH at 309 nm was tentatively detected
by Jenniskens et al. (2002) [52] and Abe et al. (2002, 2005) [2, 4]. Figures 5.11
and 5.17 show the UV spectrum of a Leonid fireball. UV spectra of a meteor
persistent train during 2001 Leonid meteor shower also indicated possible OH
emission around 309 nm [3]. If OH originates from the meteoroids, the most
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Fig. 5.17. An ultraviolet visible spectrum of a Leonid fireball between 300 and
450 nm, obtained from Fig. 5.11. It is generated by entry of a cometary meteoroid
originating from 55P/Tempel–Tuttle and was investigated precisely. The observed
spectrum (black line) is compared with a synthetic spectrum considering atoms and
molecules of N+

2 (1−) and OH(A-X) (red line) assuming local thermal equilibrium.
The synthetic spectrum consists of Mg I at 383.8 nm and Ca II at 393.4 and 396.8
nm, Ca I at 422.7 nm and Mg II at 448.1 nm with numerous iron lines at the
temperature of 4,500 K. The dash-dot blue line indicates N+

2 (1−) at 10,000 K tem-
perature. N+

2 (0,1), (0,0), (1,0), and (2,0) bands corresponding to wavelengths of
427.8, 391.4, 353.4, and 329.3 nm, respectively. In general, meteor spectra consist
of two components at different temperatures [15]. The gray filled area near 309 nm
indicates OH A-X bands, which were tentatively identified. The most likely scenario
of the induced N+

2 (1−) in the meteoroid will result in the effect of large dimensions
of high temperature regions just ahead and behind the meteoroid caused by large
meteoroids’ vapor cloud. Strong N+

2 (1−) was observed by the spectrum of Stardust
(cometary dust sample return) reentry capsule in January 2006. Hayabusa (aster-
oidal material sample return) reentry directly from the interplanetary space in June
2010 will be a good opportunity for artificial fireball spectroscopy tests in the future.
On the other hand, the most likely mechanism for emitting OH A-X band in the
meteor is caused by the dissociation of water or mineral water in the meteoroid.

likely mechanism for emitting in the OH band in the meteor and in the train
is the dissociation of water or mineral water in the meteoroid. However, fur-
ther observations and explanations of the emission of organics and water are
needed for future confirmation.
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5.12 Association Between Comets and Asteroids
Through Meteoroids

The orbits of minor meteor showers have large uncertainties, owing to the ob-
servational biases, e.g., the small number of measured orbits and observational
limiting magnitude. Moreover, questions to address are the composition, size
and spatial distribution of dusts in the interplanetary space contributed form
different sources (asteroids, comets, planets, and interstellar dust). Study-
ing problems should be alleviated over the next decade by means of new
generation observation techniques. The first integrated asteroid detection
project, the Panoramatic Survey Telescope And Rapid Response System (Pan-
STARRS), to repeatedly survey covering three quarters of the entire sky will
discover a very large number of new near-Earth objects, ∼50,000/3 years.
Meteor and meteorite associations must be identified by Pan-STARRS sur-
vey. Quantitative understanding of the connection between small bodies and
meteoroids will generate new insights of our solar system (see Fig. 5.18).

Fig. 5.18. Unknown association between comets and asteroids. Meteoroids, frag-
ments of small bodies are key material to investigate the relationship between comets
and asteroids
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63. J. Llorca, J. M. Trigo-Rodŕıguez, J. L. Ortiz, J. A. Docobo, J. Garciá-Guinea,
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meteorite recovery, strewn field, and petrography, Meteoritics Planet. Sci. 40,
795–804 (2005) 145

64. I. Mann, H. Kimura, D. A. Biesecker, B. T. Tsurutani, E. Grün, R. B. McK-
ibben, J. -C. Liou, R. M. MacQueen, T. Mukai, M. Guhathakurta, and P. Lamy:
Dust near the sun, Space Sci. Rev. 110 (3), 269–305 (2004) 142

65. J. D. Mathews, D. D. Meisel, K. P. Hunter, V. S. Getman, Q. Zhou: Very high
resolution studies of micrometeors using the Arecibo 430 MHz radar, Icarus
126, 157–169 (1997) 139

66. R. E. McCrosky and A. Posen: Orbital elements of photographic meteors,
Smithsonian Contr. Astrophys. 4, 15–84 (1961) 146



164 S. Abe

67. R. E. McCrosky, A. Posen, G. Schwartz, and C. -Y. Shao: The Lost City mete-
orite: Its recovery and a comparison with fireballs, J. Geophys. Res. 76, 4090–
4108 (1971) 145

68. D. W. R. McKinley and P. M. Millman: A phenomenological theory of radar
echoes from meteors, Proc. I.R.E., 37, 364–375 (1949) 139

69. D. W. R. McKinley: Meteor Science and Engineering (McGraw-Hill, New
York, 1961) 139

70. R. H. McNaught, and D. J. Asher: Leonid dust trails and meteor storms, WGN,
J. IMO, 27 (2), 85–102 (1999) 131

71. W. J. McNeil, S. T. Lai, and E. Murad: Models of thermospheric sodium,
calcium and magnesium at the magnetic equator, Advances Space Res. 21 (6),
863–866 (1998) 152

72. P. E. Millman, A. F. Cook, and C. L. Hemenway: Spectroscopy of Perseid
meteors with an image orthicon, Canadian J. Phys. 49, 1365–1373 (1971) 140

73. T. Mukai: Cometary dust and interplanetary particles, Proc. the International
School of Physics ’Enrico Fermi’ Course CI, In: Evolution of Interstellar Dust
and Related Topics, A. Bonetti, J. M. Greenberg, and S. Aiello (Eds.), 397
(1989) 141, 142

74. R. Nakamura, Y. Fujii, M. Ishiguro, K. Morishige, S. Yokogawa, P. Jenniskens,
and T. Mukai: The discovery of a faint glow of scattered sunlight from the dust
trail of the Leonid parent comet 55P/Tempel–Tuttle, Astrophys. J. 540 (2),
1172–1176 (2000) 131
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Abstract Except in a few cases, cosmic dust can be studied in situ or in terrestrial
laboratories, essentially all of our information concerning the nature of cosmic dust
depends on its interaction with electromagnetic radiation. This chapter presents the
theoretical basis for describing the optical properties of dust—how it absorbs and
scatters starlight and reradiates the absorbed energy at longer wavelengths.

6.1 Introduction

Dust is everywhere in the Universe: it is a ubiquitous feature of the cosmos,
impinging directly or indirectly on most fields of modern astronomy. It occurs
in a wide variety of astrophysical regions, ranging from the local environment
of the Earth to distant galaxies and quasars: from meteorites originated in
the asteroid belt, the most pristine solar system objects—comets, and strato-
spherically collected interplanetary dust particles (IDPs) of either cometary or
asteroidal origin to external galaxies (both normal and active, nearby and dis-
tant) and circumnuclear tori around active galactic nuclei; from circumstellar
envelopes around evolved stars (cool red giants, AGB stars) and Wolf-Rayet
stars, planetary nebulae, nova and supernova ejecta, and supernova remnants
to interstellar clouds, and star-forming regions; from the terrestrial zodiacal
cloud to protoplanetary disks around young stellar objects and debris disks
around main-sequence stars, etc.

Dust plays an increasingly important role in astrophysics. It has a dramatic
effect on the Universe by affecting the physical conditions and processes tak-
ing place within the Universe and shaping the appearance of dusty objects
(e.g., cometary comae, reflection nebulae, dust disks, and galaxies) (i) as an
absorber, scatterer, polarizer, and emitter of electromagnetic radiation; (ii)
as a revealer of heavily obscured objects (e.g., IR sources) of which we might
otherwise be unaware; (iii) as a driver for the mass loss of evolved stars; (iv)
as a sink of heavy elements which if otherwise in the gas phase, would pro-
foundly affect the interstellar gas chemistry; (v) as an efficient catalyst for
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the formation of H2 and other simple molecules as well as complex organic
molecules (and as a protector by shielding them from photodissociating ul-
traviolet [UV] photons) in the interstellar medium (ISM); (vi) as an efficient
agent for heating the interstellar gas by providing photoelectrons; (vii) as an
important coolant in dense regions by radiating infrared (IR) photons (which
is particularly important for the process of star formation in dense clouds
by removing the gravitational energy of collapsing clouds and allowing star
formation to take place); (viii) as an active participant in interstellar gas dy-
namics by communicating radiation pressure from starlight to the gas, and
providing coupling of the magnetic field to the gas in regions of low fractional
ionization; (ix) as a building block in the formation of stars and planetary
bodies; and finally, (x) as a diagnosis of the physical conditions (e.g., gas den-
sity, temperature, radiation intensity, electron density, magnetic field) of the
regions where dust is seen.

The dust in the space between stars—interstellar dust—is the most ex-
tensively studied cosmic dust type, with circumstellar dust (“stardust”),
cometary dust and IDPs coming second. Interstellar dust is an important
constituent of the Milky Way and external galaxies. The presence of dust in
galaxies limits our ability to interpret the local and distant Universe because
dust extinction dims and reddens the galaxy light in the UV-optical-near-IR
windows, where the vast majority of the astronomical data have been ob-
tained. In order to infer the stellar content of a galaxy, or the history of star
formation in the Universe, it is essential to correct for the effects of interstel-
lar extinction. Dust absorbs starlight and reradiates at longer wavelengths.
Nearly half of the bolometric luminosity of the local Universe is reprocessed
by dust into the mid- and far-IR.

Stardust, cometary dust, and IDPs are directly or indirectly related to
interstellar dust: stardust, condensed in the cool atmospheres of evolved stars
or supernova ejecta and subsequently injected into the ISM, is considered as a
major source of interstellar dust, although the bulk of interstellar dust is not
really stardust but must have recondensed in the ISM [11]. Comets, because
of their cold formation and cold storage, are considered as the most primitive
objects in the solar system and best preserve the composition of the presolar
molecular cloud among all solar system bodies. Greenberg [20] argued that
comets are made of unaltered pristine interstellar materials with only the most
volatile components partially evaporated, although it has also been proposed
that cometary materials have been subjected to evaporation, recondensation,
and other reprocessing in the protosolar nebula, and therefore have lost all
the records of the presolar molecular cloud out of which they have formed.
Genuine presolar grains have been identified in IDPs and primitive meteorites
based on their isotopic anomalies [8], indicating that stardust can survive
journeys from its birth in stellar outflows and supernova explosions, through
the ISM, the formation of the solar system, and its ultimate incorporation
into asteroids and comets.
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Except in a few cases, cosmic dust can be studied in situ (e.g., cometary
dust [32], dust in the local interstellar cloud entering our solar system [22])
or in terrestrial laboratories (e.g., IDPs and meteorites [8], cometary dust
[7]), our knowledge about cosmic dust is mainly derived from its interaction
with electromagnetic radiation: extinction (scattering and absorption), polar-
ization, and emission. Dust reveals its presence and physical and chemical
properties, and provides clues about the environment where it is found by
scattering and absorbing starlight (or photons from other objects) and rera-
diating the absorbed energy at longer wavelengths.

This chapter deals with the optical properties of dust, i.e., how light is
absorbed, scattered, and reradiated by cosmic dust. The subject of light scat-
tering by small particles is a vast, fast-developing field. In this chapter, I
restrict myself to astrophysically-relevant topics. In Sect. 6.2, I present a brief
summary of the underlying physics of light scattering. The basic scattering
terms are defined in Sect. 6.3. In Sect. 6.4, I discuss the physical basis of the
dielectric functions of dust materials. In Sect. 6.5 and Sect. 6.6, I summa-
rize the analytic and numerical solutions for calculating the absorption and
scattering parameters of dust, respectively.

6.2 Scattering of Light by Dust:
A Conceptual Overview

When a dust grain, composed of discrete electric charges, is illuminated by
an electromagnetic wave, the electric field of the incident electromagnetic
wave will set the electric charges in the dust into oscillatory motion. These
accelerated electric charges radiate electromagnetic energy in all directions,
at the same frequency as that of the incident wave. This process, known
as “scattering” (to be more precise, elastic scattering), removes energy from
the incident beam of electromagnetic radiation. Absorption also arises as the
excited charges transform part of the incident electromagnetic energy into
thermal energy. The combined effect of absorption and scattering, known as
“extinction,” is the total energy loss of the incident wave [6].

The scattering of light by dust depends on the size, shape, and chemical
composition of the dust and the direction at which the light is scattered. This
can be qualitatively understood, as schematically shown in Fig. 6.1, by con-
ceptually subdividing the dust into many small regions, in each of which a
dipole moment will be induced when illuminated by an incident electromag-
netic wave. These dipoles oscillate at the frequency of the incident wave and
therefore scatter secondary radiation in all directions. The total scattered field
of a given direction (e.g., P1, P2) is the sum of the scattered wavelets, with
their phase differences taken into account. Since these phase relations change
for a different scattering direction, the scattered field varies with scattering
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Fig. 6.1. A conceptual illustration of the scattering of light by dust. The dust is
conceptually subdivided into many small regions. Upon illuminated by an incident
electromagnetic wave, in each small region a dipole moment (of which the amplitude
and phase depend on the composition of the dust) will be induced. These dipoles
oscillate at the frequency of the incident wave and scatter secondary radiation in
all directions. The total scattered field of a given direction (e.g., P1, P2) is the sum
of the scattered wavelets, where due account is taken of their phase differences.
Since the phase relations among the scattered wavelets change with the scattering
direction and the size and shape of the dust, the scattering of light by dust depends
on the size, shape, and chemical composition of the dust and the direction at which
the light is scattered

direction.1 The phase relations among the scattered wavelets also change with
the size and shape of the dust. On the other hand, the amplitude and phase
of the induced dipole moment for a given frequency depend on the material of
which the dust is composed. Therefore, the scattered field is sensitive to the
size, shape, and chemical composition of the dust [6].

6.3 Scattering of Light by Dust: Definitions

As discussed in Sect. 6.2, when light impinges on a grain it is either scattered or
absorbed. Let Io(λ) be the intensity of the incident light at wavelength λ, the
1 An exception to this is the dust in the Rayleigh regime (i.e., with its size being

much smaller than the wavelength) which scatters light nearly isotropically, with
little variation with direction since for dust so small all the secondary wavelets
are approximately in phase.
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Fig. 6.2. Schematic scattering geometry of a dust grain in an incident radiation
field of intensity Io which scatters radiation of intensity I(θ, φ) into a scattering
angle θ (θ = 0o: forward scattering; θ = 180o: backward scattering), an azimuthal
angle φ, and a distance r from the dust. In a Cartesian coordinate system, the
incident direction defines the +z axis. The scattering and the incident directions
define the scattering plane. In the far-field region (i.e., kr� 1), I = Io F (θ, φ)/k2r2,
where k = 2π/λ is the wave number in vacuum

intensity of light scattered into a direction defined by θ and φ (see Fig. 6.2) is

I(λ) =
Io(λ)F (θ, φ)

k2 r2
(6.1)

where 0o ≤ θ≤ 180o is the scattering angle (the angle from the incident di-
rection), 0o ≤φ≤ 360o is the azimuthal angle which uniquely determines the
scattering plane defined by the incident direction and the scattering direc-
tions (see Fig. 6.2),2 F (θ, φ) is the (dimensionless) angular scattering func-
tion, r�λ/2π is the distance from the scatterer, and k = 2π/λ is the wave
number in vacuum. The scattering cross-section Csca, defined as the area on
which the incident wave falls with the same amount of energy as that scat-
tered in all directions by the dust, may be obtained by integrating the angular
scattering distribution F (θ, φ)/k2 over all solid angles

Csca(λ) =
1
k2

∫ 2π

0

∫ π

0

F (θ, φ) sin θ dθ dφ , (6.2)

2 When the scattering is along the incident direction (θ = 0o, i.e., “forward scat-
tering”) or the scattering is on the opposite direction of the incident direction
(θ = 180o, i.e., “backward scattering”), any plane containing the z axis is a suit-
able scattering plane.
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where F (θ, φ)/k2 (with a dimension of area),3 after normalized by Csca, is
known as the phase function or scattering diagram

p(θ, φ) ≡ F (θ, φ)/k2

Csca
. (6.3)

The asymmetry parameter (or asymmetry factor) g is defined as the average
cosine of the scattering angle θ

g ≡ 〈cos θ〉 =
∫

4π

p(θ, φ) cos θ dΩ =
1

k2 Csca

∫ 2π

0

∫ π

0

F (θ, φ) cos θ sin θ dθ dφ .

(6.4)

The asymmetry parameter g, specifying the degree of scattering in the forward
direction (θ = 0o), varies from −1 (i.e., all radiation is backward scattered like
a “mirror”) to 1 (for pure forward scattering). If a grain scatters more light
toward the forward direction, g > 0; g < 0 if the scattering is directed more
toward the back direction; g = 0 if it scatters light isotropically (e.g., small
grains in the Rayleigh regime) or if the scattering is symmetric with respect to
θ = 90o (i.e., the scattered radiation is azimuthal independent and symmetric
with respect to the plane perpendicular to the incident radiation).

In radiative transfer modeling of dusty regions, astronomers often use the
empirical Henyey–Greenstein phase function to represent the anisotropic scat-
tering properties of dust [26]

H(θ) ≡ 1
4π

1 − g2

(1 + g2 − 2g cos θ)3/2
. (6.5)

Draine (2003) proposed a more general analytic form for the phase function

Hη(θ) ≡ 1
4π

3
(
1 − g2

)
3 + η (1 + 2g2)

1 + η cos2 θ

(1 + g2 − 2g cos θ)3/2
(6.6)

where η is an adjustable parameter. For η = 0 (6.6) reduces to the Henyey–
Greenstein phase function. For g = 0 and η = 1 (6.6) reduces to the phase
function for Rayleigh scattering [12].

As discussed in Sect. 6.2, both scattering and absorption (the sum of which
is called extinction) remove energy from the incident beam. The extinction
cross-section, defined as

Cext = Csca+Cabs =
total energy scattered and absorbed per unit time

incident energy per unit area per unit time
, (6.7)

3 Also called the “differential scattering cross-section” dCsca/dΩ≡F (θ, φ)/k2, it
specifies the angular distribution of the scattered light (i.e., the amount of light
[for unit incident irradiance] scattered into a unit solid angle about a given direc-
tion).
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is determined from the optical theorem which relates Cext to the real part of
the complex scattering amplitude S(θ, φ)4 in the forward direction alone [28]

Cext = −4π

k2
Re{S(θ = 0o)} . (6.8)

The absorption cross-section Cabs is the area on which the incident wave falls
with the same amount of energy as that absorbed inside the dust; Cext, having
a dimension of area, is the “effective” blocking area to the incident radiation
(for grains much larger than the wavelength of the incident radiation, Cext is
about twice the geometrical blocking area). For a grain (of size a and complex
index of refraction m) in the Rayleigh limit (i.e., 2πa/λ� 1, 2πa|m|/λ� 1),
the absorption cross-section Cabs is much larger than the scattering cross-
section Csca and therefore Cext ≈ Cabs. Non-absorbing dust has Cext = Csca.

The albedo of a grain is defined as α≡Csca/Cext. For grains in the Rayleigh
limit, α≈ 0 since Csca �Cabs. For non-absorbing dust, α = 1.

In addition to energy, light carries momentum of which the direction is that
of propagation and the amount is hν/c (where h is the Planck constant, c is the
speed of light, and ν is the frequency of the light). Therefore, upon illuminated
by an incident beam of light, dust will acquire momentum and a force called
radiation pressure will be exerted on it in the direction of propagation of the
incident light. The radiation pressure force is proportional to the net loss
of the forward component of the momentum of the incident beam. While
the momentum of the absorbed light (which is in the forward direction) will
be transferred to the dust, the forward component of the momentum of the
scattered light will not be removed from the incident beam. Therefore, the
radiation pressure force exerted on the dust is

Fpr = IoCpr/c , Cpr = Cabs + (1 − g) Csca, (6.9)

where Cpr is the radiation pressure cross-section and Io is the intensity (irra-
diance) of the incident light.

In literature, one often encounters Qext, Qsca, Qabs, and Qpr—the ex-
tinction, scattering, absorption, and radiation pressure efficiencies. They are
defined as the extinction, scattering, absorption, and radiation pressure cross-
sections divided by the geometrical cross-section of the dust Cgeo,

Qext =
Cext

Cgeo
; Qsca =

Csca

Cgeo
; Qabs =

Cabs

Cgeo
; Qpr =

Cpr

Cgeo
. (6.10)

For spherical grains of radii a, Cgeo = πa2. For non-spherical grains, there is
no uniformity in choosing Cgeo. A reasonable choice is the geometrical cross-
section of an “equal volume sphere” Cgeo ≡π (3V/4π)2/3 ≈ 1.21 V 2/3, where
V is the volume of the non-spherical dust.
4 The angular scattering function F (θ, φ) is just the absolute square of the complex

scattering amplitude S(θ, φ): F (θ, φ) = |S(θ, φ)|2.
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6.4 Scattering of Light by Dust: Dielectric Functions

The light scattering properties of dust are usually evaluated based on its opti-
cal properties (i.e., dielectric functions or indices of refraction) and geometry
(i.e., size and shape) by solving the Maxwell equations

∇× E +
1
c

∂B
∂t

= 0;∇× H − 1
c

∂D
∂t

=
4π

c
J;∇ · D = 4πρ;∇ · B = 0; (6.11)

where E is the electric field, B is the magnetic induction, H is the magnetic
field, D is the electric displacement, J is the electric current density, and ρ
is the electric charge density. They are supplemented with the constitutive
relations (or “material relations”)

J = σE; D = εE = (1 + 4πχ)E;B = μH; (6.12)

where σ is the electric conductivity, ε = 1 + 4πχ is the dielectric function (or
permittivity or dielectric permeability), χ is the electric susceptibility, and
μ is the magnetic permeability. For time-harmonic fields E,H∝ exp (−iωt),
the Maxwell equations are reduced to the Helmholtz wave equations

∇2E + k̃2E = 0; ∇2H + k̃2H = 0; (6.13)

where k̃ = mω/c is the complex wave number, m =
√

μ (ε + i 4πσ/ω) is
the complex refractive index, and ω = 2πc/λ is the circular frequency. These
equations should be considered for the field outside the dust (which is the
superposition of the incident field and the scattered field) and the field inside
the dust, together with the boundary conditions (i.e., any tangential and
normal components of E are continuous across the dust boundary). For non-
magnetic dust (μ = 1), the complex refractive index is m =

√
ε + i 4πσ/ω.

For non-magnetic, non-conducting dust, m =
√

ε. For highly-conducting dust,
4πσ/ω� 1, therefore, both the real part and the imaginary part of the index
of refraction are approximately

√
2πσ/ω at long wavelengths.

The complex refractive indices m or dielectric functions ε of dust are of-
ten called optical constants, although they are not constant but vary with
wavelengths. They are of great importance in studying the absorption and
scattering of light by dust. They are written in the form of m = m′ + im′′

and ε = ε′ + i ε′′. The sign of the imaginary part of m or ε is opposite to
that of the time-dependent term of the harmonically variable fields [i.e., m′′,
ε′′ > 0 for E,H∝ exp (−iωt); m′′, ε′′ < 0 for E,H∝ exp (iωt)]. The imagi-
nary part of the index of refraction characterizes the attenuation of the wave
(4πm′′/λ is called the absorption coefficient), while the real part determines
the phase velocity (c/m′) of the wave in the medium: for an electric field prop-
agating in an absorbing medium of m = m′ + im′′, say, in the x direction,
E ∝ exp(−ωm′′x/c) exp[−iω(t − m′x/c)].

The physical basis of the dielectric function ε can readily be understood in
terms of the classical Lorentz harmonic oscillator model (for insulators) and
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the Drude model (for free-electron metals). In the Lorentz oscillator model,
the bound electrons and ions of a dust grain are treated as simple harmonic
oscillators subject to the driving force of an applied electromagnetic field. The
applied field distorts the charge distribution and therefore produces an induced
dipole moment. To estimate the induced moments, we consider a (polarizable)
grain as a collection of identical, independent, isotropic, harmonic oscillators
with mass m and charge q; each oscillator is under the action of three forces:
(i) a restoring force −Kx, where K is the force constant (i.e., stiffness) of the
“spring” to which the bound charges are attached and x is the displacement
of the bound charges from their equilibrium; (ii) a damping force −bẋ, where
b is the damping constant; and (iii) a driving force qE produced by the (local)
electric field E. The equation of motion of the oscillators is

mẍ + bẋ + Kx = qE. (6.14)

For time harmonic electric fields E ∝ exp (−iωt), we solve for the displacement

x =
(q/m)E

ωo
2 − ω2 − iγω

, ωo
2 = K/m , γ = b/m , (6.15)

where ωo is the frequency of oscillation about equilibrium (i.e., the restoring
force is −mωo

2x). The induced dipole moment p of an oscillator is p = qx.
Let n be the number of oscillators per unit volume. The polarization (i.e.,
dipole moment per unit volume) P = np = nqx is

P =
1
4π

ωp
2

ωo
2 − ω2 − iγω

E , ωp
2 = 4πnq2/m, (6.16)

where ωp is the plasma frequency. Since P = χE = (ε − 1) /4π E, the dielectric
function for a one-oscillator model around a resonance frequency ωo is

ε = 1 + 4πχ = 1 +
ωp

2

ωo
2 − ω2 − iγω

(6.17)

ε′ = 1 + 4πχ′ = 1 +
ωp

2
(
ωo

2 − ω2
)

(ωo
2 − ω2)2 + γ2ω2

(6.18)

ε′′ = 4πχ′′ =
ωp

2γω

(ωo
2 − ω2)2 + γ2ω2

. (6.19)

We see from (6.19) ε′′ ≥ 0 for all frequencies. This is true for materials close
to thermodynamic equilibrium, except those with population inversions. If
there are many oscillators of different frequencies, the dielectric function for
a multiple-oscillator model is

ε = 1 +
∑

j

ω2
p,j

ω2
j − ω2 − iγjω

(6.20)
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where ωp,j , ωj , and γj are, respectively, the plasma frequency, the resonant
frequency, and the damping constant of the jth oscillator.

The optical properties associated with free electrons are described by the
Drude model. The free electrons experience no restoring forces when driven by
the electric field of a light wave and do not have natural resonant frequencies
(i.e., ωo = 0). The Drude model for metals is obtained directly from the Lorentz
model for insulators simply by setting the restoring force in (6.14) equal to
zero. The dielectric function for free electrons is

ε = 1 − ωp,e
2

ω2 + iγeω
, ωp,e

2 = 4πnee
2/me (6.21)

ε′ = 1 − ωp,e
2

ω2 + γ2
e

(6.22)

ε′′ =
ωp,e

2γe

ω (ω2 + γ2
e )

(6.23)

where ωp,e is the plasma frequency, ne is the density of free electrons, and
me is the effective mass of an electron. The damping constant γe = 1/τe is
the reciprocal of the mean free time between collisions (τe) which are often
determined by electron–phonon scattering (i.e., interaction of the electrons
with lattice vibrations).5 For dust materials (e.g., graphite) containing both
bound charges and free electrons, the dielectric function is

ε = 1 − ωp,e
2

ω2 + iγeω
+

∑
j

ω2
p,j

ω2
j − ω2 − iγjω

. (6.24)

The optical response of free electrons in metals can also be understood
in terms of the electric current density J and conductivity σ(ω). The free
electrons in metals move between molecules. In the absence of an external
field, they move in a random manner and hence they do not give rise to a net
current flow. When an external field is applied, the free electrons acquire an
additional velocity and their motion becomes more orderly which gives rise

5 For nano-sized metallic dust of size a (which is smaller than the mean free path
of conduction electrons in the bulk metal), τe and γe are increased because of
additional collisions with the boundary of the dust: γe = γbulk + vF/(ςa), where
γbulk is the bulk metal damping constant, vF is the electron velocity at the Fermi
surface, and ς is a dimensionless constant of order unity which depends on the
character of the scattering at the boundary (ςa is the effective mean free path
for collisions with the boundary): ς = 1 for classic isotropic scattering, ς = 4/3 for
classic diffusive scattering, ς = 1.16 or 1.33 for scattering based on the quantum
particle-in-a-box model (see [9] and references therein). Since ω2 � γ2

e in metals
near the plasma frequency, ε′′ can be written as ε′′ = ε′′bulk + vFωp

2/(ςaω3).
This, known as the “electron mean free path limitation effect,” indicates that for
a metallic grain ε′′ increases as the grain becomes smaller.
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to an induced current flow. The current density J = −neeẋ is obtained by
solving the equation of motion of the free electrons meẍ = −eE − meẋ/τe

ẋ =
−τee

me

1
1 − iωτe

E . (6.25)

Since J = σE, the a.c. conductivity is σ = σo/ (1 − iωτe), where σo =
neτee

2/me is the d.c. conductivity. The dielectric function for a free-electron
metal is therefore

ε = 1 +
i 4πσ

ω
= 1 − ωp,e

2

ω2 + iω/τe
. (6.26)

The real and imaginary parts of the dielectric function are not indepen-
dent. They are related through the Kramers–Kronig (or dispersion) relations

ε′(ω) = 1 +
2
π

P

∫ ∞

0

xε′′(x)
x2 − ω2

dx , ε′′(ω) =
−2ω

π
P

∫ ∞

0

ε′(x)
x2 − ω2

dx, (6.27)

where P is the Cauchy Principal value of the integral

P

∫ ∞

0

xε′′(x)
x2 − ω2

dx = lim
a→0

[∫ ω−a

0

xε′′(x)
x2 − ω2

dx +
∫ ∞

ω+a

xε′′(x)
x2 − ω2

dx

]
. (6.28)

The real and imaginary parts of the index of refraction are also connected
through the Kramers–Kronig relation. This also holds for the real and imagi-
nary parts of the electric susceptibility.

m′(ω) = 1 +
2
π

P

∫ ∞

0

xm′′(x)
x2 − ω2

dx , m′′(ω) =
−2ω

π
P

∫ ∞

0

m′(x)
x2 − ω2

dx ,

(6.29)

χ′(ω) =
2
π

P

∫ ∞

0

xχ′′(x)
x2 − ω2

dx , χ′′(ω) =
−2ω

π
P

∫ ∞

0

χ′(x)
x2 − ω2

dx . (6.30)

The Kramers–Kronig relation can be used to relate the extinction cross-
section integrated over the entire wavelength range to the dust volume V∫ ∞

0

Cext(λ) dλ = 3π2FV, (6.31)

where F , a dimensionless factor, is the orientationally averaged polarizability
relative to the polarizability of an equal-volume conducting sphere, depending
only on the grain shape and the static (zero-frequency) dielectric constant εo
of the grain material [64]. This has also been used to place constraints on
interstellar grain models based on the interstellar depletions [46, 50] and the
carrier of the mysterious 21 μm emission feature seen in 12 protoplanetary
nebulae [44].

For illustration, we show in Fig. 6.3 the refractive indices of glassy SiO2

and neutral and singly charged silicon nanoparticles (SNPs).6 The optical
6 SNPs were proposed as the carrier of the “extended red emission” (ERE), a broad,

featureless emission band between ∼ 5400 and 9000 Å seen in a wide variety of
dusty environments [72, 41] (but see [48]). SNPs were also suggested to be present
in the inner corona of the Sun [24] (but see [54, 55]).
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m
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Fig. 6.3. Refractive indices m′ (upper panel), m′′ (lower panel) of neutral silicon
nanoparticles (Si; solid lines), singly, positively charged (Z = +1) silicon nanoparti-
cles of size a = 10 Å (dashed lines), and SiO2 glass (dot-dashed lines). Compared to
neutral Si, in charged Si free electrons (if negatively charged) or holes (if positively
charged) contribute to the dielectric function. Crystalline Si is IR inactive since its
lattice vibrations have no dipole moment; the bands at 6.91, 7.03, 7.68, 8.9, 11.2,
13.5, 14.5, 16.4, and 17.9 μm are due to multi-phonon processes. Taken from [48]

properties of SNPs depend on whether any free electrons or holes are present.
The contribution of free electrons or holes to the dielectric function of SNPs
is approximated by δε ≈ −ωp

2τ2/
(
ω2τ2 + iωτ

)
, ωp

2 = 3|Z| e2/a3meff , where
e is the proton charge, Ze is the grain charge, a is the grain radius, τ ≈ a/vF

is the collision time (we take vF ≈ 108 cm s−1), and meff is the effective mass
of a free electron or hole. In Fig. 6.3 the charged SNPs are taken to contain
only one hole (i.e., Z = +1). We take meff ≈ 0.2me.

6.5 Scattering of Light by Dust: Analytic Solutions

For dust with sizes much smaller than the wavelength of the incident radia-
tion, analytic solutions to the light scattering problem exist for certain shapes.
Let a be the characteristic length of the dust and x≡ 2πa/λ be the dimen-
sionless size parameter. Under the condition of x� 1 and |mx|� 1 (i.e., in
the “Rayleigh” regime), Cabs = 4πk Im{α}, Csca = (8π/3) k4 |α|2, where α is
the complex electric polarizability of the dust. Apparently, Csca �Cabs and
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Cext ≈Cabs. In general, α is a diagonalized tensor;7 for homogeneous spheres
composed of an isotropic material, it is independent of direction

αjj =
3V

4π

ε − 1
ε + 2

, (6.32)

where V is the dust volume.8 For a homogeneous, isotropic ellipsoid, the
polarizability for electric field vector parallel to its principal axis j is

αjj =
V

4π

ε − 1
(ε − 1)Lj + 1

, (6.35)

where Lj is the “depolarization factor” along principal axis j (see [13]). The
electric polarizability α is also known for concentric core-mantle spheres [69],
confocal core-mantle ellipsoids [13, 19], and multi-layered ellipsoids of equal
eccentricity [18]. For a thin conducting cylindrical rod with length 2l and
radius ra � l, the polarizability along the axis of the rod is [38]

αjj ≈ l3

3 log (4l/ra) − 7
. (6.36)

In astronomical modeling, the most commonly invoked grain shapes are
spheres and spheroids (oblates or prolates).9 In the Rayleigh regime, their
absorption and scattering properties are readily obtained from (6.32, 6.35).
For both dielectric and conducting spheres (as long as x� 1 and |mx|� 1)

Cabs/V =
9ω

c

ε′′

(ε′ + 2)2 + ε′′2
� Csca/V =

3
2π

(ω

c

)4
∣∣∣∣ε − 1
ε + 2

∣∣∣∣
2

. (6.37)

7 α can be diagonalized by appropriate choice of Cartesian coordinate system. It
describes the linear response of a dust grain to applied electric field E: p= αE,
where p is the induced electric dipole moment.

8 For a dielectric sphere with dielectric function given in (6.17), in the Rayleigh
regime the absorption cross-section is

Cabs(ω)/V =
9

c

γωp
2 ω2

(3ω2 − ωp
2 − 3ωo

2)2 + 9γ2ω2
. (6.33)

Similarly, for a metallic sphere with dielectric function given in (6.21),

Cabs(ω)/V =
9

c

γeωp,e
2 ω2

(3ω2 − ωp,e
2)2 + 9γ2

e ω2
. (6.34)

It is seen that the frequency-dependent absorption cross-section for both dielectric
and metallic spheres is a Drude function. This is also true for ellipsoids.

9 Spheroids are a special class of ellipsoids. Let ra, rb, and rc be the semi-axes of an
ellipsoid. For spheroids, rb = rc. Prolates with ra > rb are generated by rotating
an ellipse (of semi-major axis ra and semi-minor axis rb) about its major axis;
oblates with ra < rb are generated by rotating an ellipse (of semi-minor axis ra

and semi-major axis rb) about its minor axis.
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At long wavelengths, for dielectric dust ε′′ ∝ ω while ε′ approaches a constant
much larger than ε′′ (see 6.18, 6.19), we see Cabs ∝ ω ε′′ ∝ ω2; for metallic
dust, ε′′ ∝ 1/ω while ε′ approaches a constant much smaller than ε′′ (see 6.22,
6.23), we see Cabs ∝ ω/ε′′ ∝ ω2; therefore, for both dielectric and metallic
dust Cabs ∝ λ−2 at long wavelengths!10

It is also seen from (6.37) that for spherical dust in the Rayleigh regime
the albedo α ≈ 0, and the radiation cross-section Cpr ≈ Cabs. This has an
interesting implication. Let βpr(a) be the ratio of the radiation pressure force
to the gravity of a spherical grain of radius a in the solar system or in debris
disks illuminated by stars (of radius R� and mass M�) with a stellar flux of
F �

λ at the top of the atmosphere [53],

βpr(a) =
3R2

�

∫
F �

λ [Cabs(a, λ) + (1 − g) Csca(a, λ)] dλ

16π cGM�a3ρdust
(6.38)

where G is the gravitational constant and ρdust is the mass density of the
dust. For grains in the Rayleigh regime (g≈ 0; Csca �Cabs; Cabs ∝ a3), we see
βpr ∝Cabs/a3 is independent of the grain size a (see Fig. 6.4)!

Spheroids are often invoked to model the interstellar polarization. In the
Rayleigh approximation, their absorption cross-sections for light polarized
parallel (‖) or perpendicular (⊥) to the grain symmetry axis are11

C
‖,⊥
abs /V =

ω

c
Im

{
ε − 1

(ε − 1)L‖,⊥ + 1

}
, (6.39)

where the depolarization factors parallel (L‖) or perpendicular (L⊥) to the
grain symmetry axis are not independent, but related to each other through
L‖ + 2 L⊥ = 1, with

L‖ =
1 − ξ2

e

ξ2
e

[
1

2ξe
ln

(
1 + ξe

1 − ξe

)
− 1

]
, ξe =

√
1 − (rb/ra)

2 (6.40)

10 However, various astronomical data suggest a flatter wavelength-dependence (i.e.,
Cabs ∝λ−β with β < 2): β <2 in the far-IR/submillimeter wavelength range has
been reported for interstellar molecular clouds, circumstellar disks around young
stars, and circumstellar envelopes around evolved stars. Laboratory measure-
ments have also found β < 2 for certain cosmic dust analogs. In literature, the
flatter (β<2) long-wavelength opacity law is commonly attributed to grain growth
by coagulation of small dust into large fluffy aggregates (see [47] and references
therein). However, as shown in (6.31), the Kramers–Kronig relation requires that
β should be larger than 1 for λ→∞ since F is a finite number and the integration
in the left hand side of (6.31) should be convergent although we cannot rule out
β < 1 over a finite range of wavelengths.

11 For grains spinning around the principal axis of the largest moment of inertia,
the polarization cross-sections are Cpol = (C

‖
abs −C⊥

abs)/2 for prolates and Cpol =

(C⊥
abs − C

‖
abs) for oblates; the absorption cross-sections for randomly oriented

spheroids are Cabs = (C
‖
abs + 2C⊥

abs)/3 [42].
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Fig. 6.4. βpr—Ratio of radiation pressure to gravity for compact silicate grains in
the debris disk around the Sun-like star BD+20 307 (G0, age ∼ 300 Myr). We note
for nano-sized grains βpr ≈ 0.12, independent of grain size; for grains larger than
∼ 0.3 μm, βpr is inverse proportional to grain size. Song et al. [68] attributed the
dust in this disk to recent extreme collisions between asteroids. Taken from [51]

for prolates (ra >rb) where ξe is the eccentricity, and

L‖ =
1 + ξ2

e

ξ2
e

(
1 − 1

ξe
arctan ξe

)
, ξe =

√
(rb/ra)

2 − 1 (6.41)

for oblates (ra <rb). For spheres L‖ = L⊥ = 1/3 and ξe = 0. For extremely
elongated prolates or “needles” (ra � rb), it is apparent C⊥

abs �C
‖
abs, we thus

obtain

Cabs/V ≈ ω

3c

ε′′[
L‖(ε′ − 1) + 1

]2 +
(
L‖ε′′

)2 (6.42)

where L‖ ≈ (rb/ra)
2 ln(ra/rb). For dielectric needles, Cabs ∝ ωε′′ ∝ λ−2 at

long wavelengths since L‖(ε′ − 1) + 1 � L‖ε
′′ (see [45]); for metallic needles,

for a given value of ε′′ one can always find a sufficiently long needle with
L‖ε

′′ < 1 and L‖(ε′ − 1) � 1 so that Cabs ∝ ωε′′ ∝ σ which can be very
large (see [45]). Because of their unique optical properties, metallic needles
with high electrical conductivities (e.g., iron needles, graphite whiskers) are
resorted to explain a wide variety of astrophysical phenomena: (1) as a source
of starlight opacity to create a non-cosmological microwave background by the
thermalization of starlight in a steady-state cosmology [27]; (2) as a source of
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the gray opacity needed to explain the observed redshift-magnitude relation
of Type Ia supernovae without invoking a positive cosmological constant [1];
(3) as the source for the submillimeter excess observed in the Cas A super-
nova remnant [16]; and (4) as an explanation for the flat 3–8 μm extinction
observed for line of sight toward the Galactic Center and in the Galactic plane
[15]. However, caution should be taken in using (6.42) (i.e., the Rayleigh ap-
proximation) since the Rayleigh criterion 2πra|m|/λ� 1 is often not satisfied
for highly conducting needles (see [45]).12

In astronomical spectroscopy modeling, the continuous distribution of el-
lipsoid (CDE) shapes has been widely used to approximate the spectra of
irregular dust grains by averaging over all ellipsoidal shape parameters [6].
In the Rayleigh limit, this approach, assuming that all ellipsoidal shapes are
equally probable, has a simple expression for the average cross-section

〈Cabs/V 〉 =
ω

c
Im

{
2ε

ε − 1
Log ε

}
, Log ε ≡ ln

√
ε′2 + ε′′2 + i arctan (ε′′/ε′)

(6.43)

where Log ε is the principal value of the logarithm of ε. The CDE approach,
resulting in a significantly broadened spectral band (but with its maximum
reduced), seems to fit the experimental absorption spectra of solids better
than Mie theory. Although the CDE may indeed represent a distribution of
shape factors caused either by highly irregular dust shapes or by clustering
of spherical grains into irregular agglomerates, one should caution that the
shape distribution of cosmic dust does not seem likely to resemble the CDE,
which assumes that extreme shapes like needles and disks are equally probable.
A more reasonable shape distribution function would be like dP/dL‖ = 12L‖
(1−L‖)2 which peaks at spheres (L‖ = 1/3). This function is symmetric about
spheres with respect to eccentricity e and drops to zero for the extreme cases:
infinitely thin needles (e→ 1, L‖ → 0) or infinitely flattened pancakes (e→∞,
L‖ → 1). Averaging over the shape distribution, the resultant absorption cross-
section is Cabs =

∫ 1

0
dL‖dP/dL‖Cabs(L‖), where Cabs(L‖) is the absorption

cross-section of a particular shape L‖ [48, 49, 62]. Alternatively, Fabian et al.
[17] proposed a quadratic weighting for the shape distribution, “with near-
spherical shapes being most probable.”

When a dust grain is very large compared with the wavelength, the electro-
magnetic radiation may be treated by geometric optics: Qext ≡Cext/Cgeo → 2

12 The “antenna theory” has been applied for conducting needle-like dust to estimate
its absorption cross-sections [75]. Let it be represented by a circular cylinder of ra-
dius ra and length l (ra 	 l). Let ρR be its resistivity. The absorption cross-section
is given by Cabs = (4π/3c)(πr2

al/ρR), with a long-wavelength cutoff of λo =
ρRc(l/ra)

2/ ln(l/ra)
2, and a short-wavelength cutoff of λmin ≈ (2πcme)/(ρRnee

2),
where me, e, and ne are, respectively, the mass, charge, and number density of
the charge-carrying electrons.
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if x≡ 2πa/λ� 1 and |m − 1|x � 1.13 For these grains (g≈ 1; Cabs ≈Cgeo),
the ratio of the radiation pressure to gravity βpr ∝Cabs/a3 ∝ 1/a. This is
demonstrated in Fig. 6.4. For dust with x� 1 and |m − 1|x� 1, one can
use the “anomalous diffraction” theory [69]. For dust with |m − 1|x� 1 and
|m − 1|� 1, one can use the Rayleigh–Gans approximation14 to obtain the
absorption and scattering cross-sections [6, 39, 69]:

Qabs ≈
8
3
Im {mx} , Qsca ≈ 32 |m − 1|2x4

27 + 16x2
. (6.44)

It is important to note that the Rayleigh–Gans approximation is invalid for
modeling the X-ray scattering by interstellar dust at energies below 1 keV.
This approximation systematically and substantially overestimates the inten-
sity of the X-ray halo below 1 keV [66].

6.6 Scattering of Light by Dust: Numerical Techniques

While simple analytic expressions exist for the scattering and absorption prop-
erties of dust grains which are either very small or very large compared to
the wavelength of the incident radiation (see Sect. 6.5), however, in many
astrophysical applications we are concerned with grains which are neither
very small nor very large compared to the wavelength. Moreover, cosmic dust
would, in general, be expected to have non-spherical, irregular shapes.

Our ability to compute scattering and absorption cross-sections for non-
spherical particles is extremely limited. So far, exact solutions of scattering
13 At a first glance, Qext → 2 appears to contradict “common sense” by implying

that a large grain removes twice the energy that is incident on it! This actually
can be readily understood in terms of basic optics principles: (1) on one hand, all
rays impinging on the dust are either scattered or absorbed. This gives rise to a
contribution of Cgeo to the extinction cross-section. (2) On the other hand, all the
rays in the field which do not hit the dust give rise to a diffraction pattern that
is, by Babinet’s principle, identical to the diffraction through a hole of area Cgeo.
If the detection excludes this diffracted light, then an additional contribution of
Cgeo is made to the total extinction cross-section [6].

14 The conditions for the Rayleigh–Gans approximation to be valid are |m − 1|	 1
and |m − 1|x	 1. The former ensures that the reflection from the surface of
the dust is negligible (i.e., the impinging light enters the dust instead of being
reflected); the latter ensures that the phase of the incident wave is not shifted
inside the dust. For sufficiently small scattering angles, it is therefore possible for
the waves scattered throughout the dust to add coherently. The intensity (I) of
the scattered waves is proportional to the number (N) of scattering sites squared:
I ∝N2 ∝ ρ2a6 (where ρ is the mass density of the dust). This is why the X-ray
halos (usually within ∼ 1◦ surrounding a distant X-ray point source; [63]) created
by the small-angle scattering of X-rays by interstellar dust are often used to probe
the size (particularly the large size end; [14, 67, 73]), morphology (compact or
porous; [58, 66]), composition, and spatial distribution of dust.
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problems exist only for bare or layered spherical grains (“Mie theory;” [6]),
infinite cylinders [52], and spheroids [3, 4, 70]. The “T-matrix” (transition
matrix) method, originally developed by Barber & Yeh [5] and substantially
extended by Mishchenko et al. [59], is able to treat axisymmetric (spheroidal or
finite cylindrical) grains with sizes comparable to the wavelength. The discrete
dipole approximation (DDA), originally developed by Purcell & Pennypacker
[65] and greatly improved by Draine [10], is a powerful technique for irregu-
lar heterogeneous grains with sizes as large as several times the wavelength.
The VIEF (volume integration of electric fields) method developed by Hage &
Greenberg [25], based on an integral representation of Maxwell’s equations, is
physically similar to the DDA method. The microwave analog methods orig-
inally developed by Greenberg et al. [21] provide an effective experimental
approach to complex particles [23].

Although interstellar grains are obviously non-spherical as evidenced by
the observed polarization of starlight, the assumption of spherical shapes (to-
gether with the Bruggeman or the Maxwell–Garnett effective medium theories
for inhomogeneous grains; [6]) is usually sufficient in modeling the interstel-
lar absorption, scattering, and IR (continuum) emission. For IR polarization
modeling, the dipole approximation for spheroidal grains is proven to be suc-
cessful in many cases.

The DDA method is highly recommended for studies of inhomogeneous
grains and irregular grains, such as cometary, interplanetary, and protoplan-
etary dust particles which are expected to have a porous aggregate structure.
Extensive investigations using the DDA method have been performed for the
scattering, absorption, thermal IR emission, and radiation pressure properties
of fluffy aggregated dust (e.g., see [2, 23, 29, 30, 31, 33, 34, 35, 36, 37, 40, 43,
56, 57, 60, 61, 71, 74, 76, 77]).
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Physical properties of cometary dust from light scattering and thermal emission,
Comets II, 577 (2004) 184

36. T. Kozasa, J. Blum and T. Mukai: Optical properties of dust aggregates. I.
Wavelength dependence, Astron. Astrophys. 263, 423 (1992) 184

37. T. Kozasa, J. Blum, H. Okamoto and T. Mukai: Optical properties of dust
aggregates. II. Angular dependence of scattered light, Astron. Astrophys. 276,
278 (1993) 184

38. L.D. Landau, E.M. Lifshitz and L.P. Pitaevskii: Electrodynamics of Continuous
Media (2nd ed.), (Pergamon, Oxford, 2000) 179

39. A. Laor and B.T. Draine: Spectroscopic constraints on the properties of dust in
active galactic nuclei, Astrophys. J. 402, 441 (1993) 183

40. J. Lasue and A.C. Levasseur-Regourd: Porous irregular aggregates of sub-
micron sized grains to reproduce cometary dust light scattering observations,
J. Quant. Spectrosc. Radiat. Transfer 100, 220 (2006) 184

41. G. Ledoux, et al.: Silicon as a candidate carrier for ERE, Astron. Astrophys.
333, L39 (1998) 177

42. H.M. Lee and B.T. Draine: Infrared extinction and polarization due to partially
aligned spheroidal grains – models for the dust toward the BN object, Astrophys.
J. 290, 211 (1985) 180

43. A.C. Levasseur-Regourd, T. Mukai, J. Lasue and Y. Okada: Physical properties
of cometary and interplanetary dust, Planet. Space Sci. 55, 1010 (2007) 184

44. A. Li: On TiC nanoparticles as the origin of the 21μm emission feature in
post-asymptotic giant branch stars, Astrophys. J. 599, L45 (2003a) 177

45. A. Li: Cosmic Needles versus cosmic microwave background radiation, Astro-
phys. J. 584, 593 (2003b) 181, 182

46. A. Li: Can Fluffy dust alleviate the subsolar interstellar abundance problem?,
Astrophys. J. 622, 965 (2005a) 177



6 Optical Properties of Dust 187

47. A. Li: On the absorption and emission properties of interstellar grains, In: “The
Spectral Energy Distribution of Gas-Rich Galaxies: Confronting Models with
Data”, C.C. Popescu and R.J. Tuffs, (Ed.) AIP Conf. Ser. 761, 163 (2005b) 180

48. A. Li and B.T. Draine: Are silicon nanoparticles an interstellar dust component?
Astrophys. J. 564, 803 (2002) 177, 178, 182

49. A. Li, J.M. Greenberg and G. Zhao: Modelling the astronomical silicate fea-
tures – I. On the spectrum subtraction method, Mon. Not. Roy. Astron. Soc.
334, 840 (2002) 182

50. A. Li, K.A. Misselt and Y.J. Wang: On the unusual depletions toward Sk 155 or
what are the small magellanic cloud dust grains made of?, Astrophys. J. 640,
L151 (2006) 177

51. A. Li, J. Ortega and J.I. Lunine: BD+20 307: Attogram dust or extreme aster-
oidal collisions?, in preparation (2008) 181

52. A.C. Lind and J.M. Greenberg: Electromagnetic scattering by obliquely oriented
cylinders, J. Appl. Phys. 37, 3195 (1966) 184

53. I. Mann: Evolution of dust and small bodies: Physical processes, in Small Bodies
in Planetary Systems, I. Mann, A.M. Nakamura, and T. Mukai, (Ed.) (Springer,
Berlin 2007a) 180

54. I. Mann: Nanoparticles in the inner solar system, Planet. Space Sci. 55,
1000 (2007b) 177

55. I. Mann and E. Murad: On the existence of silicon nanodust near the sun,
Astrophys. J. 624, L125 (2005) 177

56. I. Mann, H. Okamoto, T. Mukai, H. Kimura and Y. Kitada: Fractal aggregate
analogues for near solar dust properties, Astron. Astrophys. 291, 1011 (1994) 184

57. I. Mann, H. Kimura and L. Kolokolova: A comprehensive model to describe light
scattering properties of cometary dust, J. Quant. Spectrosc. Radiat. Transfer 89,
291 (2004) 184

58. J.S. Mathis, D. Cohen, J.P. Finley and J. Krautter: The X-ray halo of nova
V1974 cygni and the nature of interstellar dust, Astrophys. J. 449, 320 (1995) 183

59. M.I. Mishchenko, L.D. Travis and A. Macke: Scattering of light by polydisperse,
randomly oriented, finite circular cylinders, Appl. Opt. 35, 4927 (1996) 184

60. T. Mukai, H. Ishimoto, T. Kozasa, J. Blum and J.M. Greenberg: Radiation
pressure forces of fluffy porous grains, Astron. Astrophys. 262, 315 (1992) 184

61. Y. Okada, A.M. Nakamura and T. Mukai: Light scattering by particulate media
of irregularly shaped particles: Laboratory measurements and numerical simu-
lations, J. Quant. Spectrosc. Radiat. Transfer 100, 295 (2006) 184

62. V. Ossenkopf, Th. Henning and J.S. Mathis: Constraints on cosmic silicates,
Astron. Astrophys. 261, 567 (1992) 182

63. J.W. Overbeck: Small-angle scattering of celestial X-rays by interstellar grains,
Astrophys. J. 141, 864 (1965) 183

64. E.M. Purcell: On the absorption and emission of light by interstellar grains,
Astrophys. J. 158, 433 (1969) 177

65. E.M. Purcell and C.R. Pennypacker: Scattering and absorption of light by non-
spherical dielectric grains, Astrophys. J. 186, 705 (1973) 184

66. R.K. Smith and E. Dwek: Soft X-ray scattering and halos from dust, Astrophys.
J. 503, 831 (1998) 183

67. R.K. Smith, R.J. Edgar and R.A. Shafer: The X-ray halo of GX 13+1, Astro-
phys. J. 581, 562 (2002) 183



188 A. Li

68. I. Song, B. Zuckerman, A.J. Weinberger and E.E. Becklin: Extreme collisions
between Planetesimals as the origin of warm dust around a sun-like star, Nature
436, 363 (2005) 181

69. H.C. van de Hulst: Light Scattering by Small Particles, (John Wiley & Sons,
New York, 1957) 179, 183

70. N.V. Voshchinnikov and V.G. Farafonov: Optical properties of spheroidal par-
ticles, Astrophys. Space Sci. 204, 19 (1993) 184

71. M. Wilck and I. Mann: Radiation pressure forces on “Typical” interplanetary
dust grains, Planet. Space Sci. 44, 493 (1996) 184

72. A.N. Witt, K.D. Gordon and D.G. Furton: Silicon nanoparticles: Source of
extended red emission? Astrophys. J. 501, L111 (1998) 177

73. A.N. Witt, R.K. Smith and E. Dwek: X-ray halos and large grains in the diffuse
interstellar medium, Astrophys. J. 550, L201 (2001) 183

74. M.J. Wolff, G.C. Clayton and S.J. Gibson: Modeling composite and fluffy grains.
II. Porosity and phase functions, Astrophys. J. 503, 815 (1998) 184

75. E.L. Wright: Thermalization of starlight by elongated grains – could the mi-
crowave background have been produced by stars? Astrophys. J.255, 401 (1982) 182

76. Z.F. Xing and M.S. Hanner: Light scattering by aggregate particles, Astron.
Astrophys. 324, 805 (1999) 184

77. P.A. Yanamandra-Fisher and M.S. Hanner: Optical properties of nonspherical
particles of size comparable to the wavelength of light: Application to comet dust,
Icarus 138, 107 (1999) 184



7

Evolution of Dust and Small Bodies:
Physical Processes

I. Mann

Graduate School of Science, Department of Earth and Planetary Sciences, &
Center for Planetary Science, Kobe 657-8501, Japan,
mann@diamond.kobe-u.ac.jp

Abstract Planetary debris disks are exposed to the brightness of the central star
and for young systems the brightness at wavelengths shorter than the visible is
variable in time. The central star ejects a stellar wind and depending on its pa-
rameters compared to those of the local interstellar medium plasma, an astrosphere
may evolve and prevent the low energy part of galactic cosmic rays from entering
the system. The parameters of the astrosphere, stellar radiation, and gravity deter-
mine the entry of interstellar medium dust into the system. Both stellar radiation
and stellar wind give rise to a Poynting–Robertson effect, which limits the lifetime
of the dust particles that are in bound orbit about the star. In debris disks with
high dust content lifetimes due to mutual collisions are even shorter. The former
case is denoted as migration-dominated disk, the latter case as collision-dominated
disk. Dust collisions are a potential source of second-generation gas in planetary
debris disks and the gas production mainly results from dust in hyperbolic orbits.
Electrons, protons, and highly charged heavier ions are accelerated in the star or at
plasma structures of the astrosphere. These locally produced energetic particles are
the potentially major particle component causing dust material alteration. Aside
from material alteration due to energetic particles, heating, collision processes, and
alteration in the parent bodies play a role. These different processes of dust material
alteration have to be considered for the interpretation of astronomical observations
in terms of dust evolution. Surface charging and subsequent deflection in magnetic
fields determine the dynamics of dust in the range of 10 s of nanometers and below.
These nano-particles were detected in the solar system, but at present there are no
observational data for planetary debris disks around other stars.

7.1 Introduction

7.1.1 Dust and Small Objects

Dust and small objects in planetary systems are observed in circumstellar
debris disks around stars of spectral types B, A, F, G, K, and M. These sys-
tems are characterized by a small amount of circumstellar gas, the presence
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of planetary objects and dust. For stars of spectral class G, K, M also plan-
ets were detected, though they are expected to exist around stars of other
spectral types as well. After the first detection at Vega planetary debris disks
are sometimes denoted as “Vega-like” systems. Because of various processes
limiting the lifetime of dust, the dust in planetary debris disks has to be
recently produced. It is thought that the disks consist of “first generation”
planetary objects and “second generation” debris generated by fragmentation
of the planetary objects. The majority of debris or dust production is most
likely due to the disintegration of planetesimals caused by catastrophic colli-
sions (like from asteroids in the solar system) or caused by the sublimation of
volatile species (like the activity of comets for the case of the solar system).
The exact size boundary between first and second generation components may
vary within the system as well as from system to system and the size distribu-
tions of first and second generation populations may overlap. The small solar
system objects (trans-Neptunian objects, asteroids, comets, and meteoroids)
and the interplanetary dust cloud also form a planetary debris disk, although
the solar system dust density is much lower than for the debris disks that are
observed around other stars.

7.1.2 Dust Observations

Information about dust in planetary debris disks is derived from observations
of thermal emission brightness, scattered light brightness and in some cases,
from polarization. The dominant contribution to the observed brightness of
the debris disks is produced by the second generation and for circumstellar
disks observers use the term “dust” to denote all the solid particles that make
up the disk brightness. For the case of the solar system, the information about
dust is complemented by in situ detection from spacecraft, meteor observa-
tions, and laboratory study of collected samples (meteorites, interplanetary
dust collected in the Earth’s atmosphere or isolated from glacial ices, and
recently the dust collected during space mission).

7.1.3 Size Distribution

The origin of the small objects from disruption processes as well as the obser-
vation of the disks over a broad spectral range suggests that the observed dust
disks cover a broad size range. The shape of the size distribution of collision
fragments can be estimated from laboratory analog experiments (Nakamura,
this issue). The size distribution of fragments ejected during the evaporation
from icy objects is not known in detail (see Ishiguro and Ueno, this issue). The
forces acting on the released particles further influence the size distribution.
Small particles are, for instance, more prone to non-gravitational forces, and
ejected from bound orbits.
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7.1.4 Environments

Planetary debris disks evolve after removal of the gas component of the pro-
toplanetary disk. The gas content is comparatively low, as is its influence on
the dust dynamics. The gas in the debris disks is usually not detected with
astronomical observations. A presumably second generation gas component is
detected around β Pictoris though and will we discussed later in this chapter.

Similar to the solar system, the prevailing gas component in the inner
region of the planetary debris disks is most likely the stellar wind. In the outer
parts, this is not necessarily the case: interstellar neutral gas enters the system,
gas species are possibly generated by processes within the gas component, and
by the dust component (see discussion below). The gas densities temperatures
and ionization states and the dust densities, around the Sun are listed in
Table 7.1. These parameters may serve as an example for other planetary
systems. Compared to the interstellar medium, the dust is exposed to a denser
environment of electrons, protons, and highly charged ions, as well as to a
stronger stellar magnetic field and stellar brightness. This environment has
some influence on the forces acting on dust particles and the physical processes
that occur.

Table 7.1. Properties of dust and gas around the Sun: the outer solar corona where
the main brightness is generated by the dust particles, the interplanetary medium
near Earth orbit, and the very local interstellar medium beyond the region that is
filled with the Solar wind. Values for the interstellar medium gas are derived from
the helium and hydrogen number densities given for the local interstellar cloud near
the heliosphere [44], basic solar wind parameters are from Allen’s Astrophysical
Quantities [1] and dust parameters from in situ measurements of interstellar dust
entering the solar system [36, 52] and studies of dust near the Sun [54], respectively

Interplanetary Solar Very local
medium F-corona interstellar medium

Distance from Sun ≈1 AU ≈0.1 AU >200 AU
Mgas/kg m−3 ≈1 × 10−19 3 × 10−18 1 × 10−20

Mdust/kg m−3 2 × 10−18 2 × 10−17 3 × 10−23

Ionized Gas ≈100% 100% 20%
ne/m−3 5 × 106 1.6 × 109 4 × 104

Te/K 2 × 105 8 × 105 7 × 103

7.1.5 Focus of this Chapter

We here discuss physical processes that influence the material composition,
size distribution, and dynamics, of dust and small objects as well as the influ-
ence on the gas component that may result from these processes. This chapter
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starts by summarizing the present knowledge about the photon fluxes, parti-
cle fluxes, and magnetic fields around the host stars (Sect. 2). Based on these
parameters, the major physical processes are listed in Sect. (3). Subsequently,
we discuss some of the consequences for planetary debris disks: the entry of
interstellar matter (Sect. 4), the collisional evolution (Sect. 5), the possible
existence of a second generation gas component (Sect. 6), the lifetimes of dust
in the debris disks (Sect. 7), the formation of rings as a results of dust subli-
mation (Sect. 8), and finally the thermal and non-thermal material alteration
(Sect. 9).

7.2 The Stellar Environments

7.2.1 Brightness

The photospheric temperatures of the stars surrounded by planetary debris
disks range from roughly 3000 to 15,000 K. Correspondingly, the peak emission
ranges from UV to near IR. The stellar luminosities range from about 1/10 to
several 100 of the solar luminosity. The total main sequence lifetime of stars of
the type that may have a debris disk ranges from 106 to 1011 years. Variations
of the total stellar irradiance are of the order of 0.1% for Sun-like stars and
a couple of percentage for some other stars. The stellar spectra deviate from
that described by a Planck law for the average photospheric temperature
(see Fig. 7.1). Deviations from the Planck emission are expected in the UV
and X-ray regime and those deviations are variable in time. For the Sun, for
instance, the chromospheric emission is correlated with changes in brightness
or irradiance [27]. An observational study of other solar-like stars suggests
that their chromospheric activity is often higher than that of the Sun [27].
Chromospheric activity is associated with highly variable line emission that is
observed to a larger extent for young stars. Space measurements allow today
for detailed studies of stellar brightness at wavelength shorter than the visible
and also allow, for instance, to study the X-ray and UV emission associated
with stellar flares [62]. Solar-like stars during evolution from protostars to
the main sequence show enhanced magnetic activity on the surfaces resulting
in high X-ray and energetic particle emission [25]. From the analysis of X-
ray observations of pre-main-sequence solar-like stars (i.e., with stellar masses
between 0.7 and 1.4 solar masses), Feigelson et al. [24] conclude that the X-ray
flares are more frequent (by a factor of about 300) and more powerful (by a
factor of about 30) than for the Sun.

7.2.2 Particles and Fields Environment

Due to a lack of other observational data, the discussion of the particle
and fields environment is largely based on findings about the interplanetary
medium of the solar system.
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Astrosphere Formation

The astrosphere (in the case of the Sun, the heliosphere) is the region (see
Fig. 7.2) around the star that is filled with the stellar wind plasma (as op-
posed to the interstellar plasma). The stellar wind plasma (for the solar sys-
tem, the solar wind) has a high temperature and, in the outer part of the
astrosphere, low density compared to the surrounding interstellar medium.
The interstellar medium includes regions with different densities, tempera-
tures, and states of ionization (see Fig. 7.3). The region in which the Sun is
embedded is often called the very local interstellar medium (VLISM). The
astropause (heliopause) is the boundary between the astrosphere and the in-
terstellar medium. This boundary arises at the distance from the star where
the pressure of the stellar wind equals to that of the ionized component of
the interstellar medium. The flow of the neutral component of the interstel-
lar medium is not affected by the astropause and can penetrate into the
inner part of the astrosphere. The formation of the astrosphere is closely
connected to the appearance of energetic particles (highly ionized electrons
and atomic ions) and among them the galactic and anomalous cosmic ray
particles.

Fig. 7.1. The stellar flux as function of wavelength for Au Mic, β Pic and the Sun.
The fluxes are from [5, 31, 32, 75]. For the case of β Pic, no UV data are shown. For
AU Mic, the solid line denotes the brightness during a quite phase and the dotted
line illustrates the assumed brightness enhancement during a flare
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Structure of Astrospheres

The stars are moving relative to the interstellar medium that they are imbed-
ded in and therefore the astrospheres are asymmetric, with elongated “tails”
stretching in the direction opposite to the star motion. This structure is gen-
erated by the stellar wind emitted from the star, which acts as an obstacle
to the interstellar plasma flow. The Sun is moving with a velocity of about
26 km s−1 relative to its local surrounding. The equivalent picture, as seen
from the Sun, is that there is a flux of interstellar gas coming towards the
Sun: this is sometimes called interstellar wind, and the direction from which
it comes defines the “upwind” direction. In the case of the Sun, the velocity
vector of the interstellar wind is almost parallel to the ecliptic plane. This is
a coincidence and the geometry is different for other astrospheres.

The extension of astrospheres depends on the stellar wind parameters,
the local interstellar medium parameters, and the relative velocities between
the star and the interstellar medium. For the case of the solar system, the
location of the termination shock, where the solar wind radial outward motion
is decelerated to subsonic speed by the flow of interstellar gas, was recently
determined by the Voyager 1 spacecraft which passed the shock in December
2004 at the distance 94 AU from the Sun. Observations and theory indicate
that the location of the termination shock varies with time.

Fig. 7.2. The components of the heliosphere shown for the Sun moving from the
right to the left relative to the surrounding interstellar medium plasma. Thin lines
indicate the direction of the interstellar magnetic field (BISM), the dashed lines
the interstellar plasma flow. The shaded region behind the bow shock indicates the
accumulation of neutral hydrogen (“hydrogen wall”) in front of the heliosphere. The
motion of two small interstellar dust particles is indicated with solid lines: they
gyrate and slide along the magnetic field lines carried by the plasma flow (from [55])
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Variation of Astrospheres During Main-Sequence Phase of Stars

Since stellar wind varies with the age of the star and since the star passes
different regions of the interstellar medium, the astrosphere also varies during
the lifetime of the star, including also the main-sequence phase. Therefore,
different studies were devoted to estimate the evolution of the heliosphere
over the history of the solar system. The stellar winds are typically too low
in intensity to be detected by astronomical observations (the exception be-
ing strong winds emitted by some hot stars). However, a small number of
astrospheres surrounding the stars not too distant from the Sun have been
observed. The observations make use of the fact that an enhanced density
of neutral hydrogen (the “hydrogen wall”) is generated outward from the as-
tropauses. Wood et al. [84] studied the density of neutral hydrogen around
selected stars by spectroscopically detecting the absorption of neutral hy-
drogen distributed along the line of sight in stellar brightness data. In this
way, the enhancement in neutral hydrogen can, under certain conditions, be
detected around other stars as well as around the solar system. This study
allowed estimating the stellar wind parameters of stars (see Table 7.2).

Table 7.2. List of stars for which astrospheres have been detected. RH denotes the
estimated distance range to hydrogen wall in the ISM apex direction

Star Spectral type distance (pc) Mass loss Ṁ� RH (AU)

α Cen G + K 1.35 2 220–400
ε Eri K 3.22 30 800–1750
61 Cyg A K 3.48 0.5 20–30
ε Ind K 3.63 0.5 30–40
36 Oph K + K 5.99 15 300–600
λ And G + M 25.8 5 150–200
EV Lac M 5.05 1 60–100
70 Oph K + K 5.09 100 1000–1700
ξ Boo G + K 6.7 5 300–500
61 Vir G 8.53 0.3 300–450
δ Eri K 9.04 4 200–300
HD 128987 G 23.6 ? ?
DK UMa G 32.4 0.15 200–400

The Case Without Astrosphere

The shielding effect of the heliosphere results from the solar plasma flow and
the magnetic field configuration, which deflects charged particles from entering
the heliosphere and creates a boundary between the stellar wind plasma and
the interstellar plasma. The charge exchange of solar wind ions with neutrals
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would plausibly brake and, in the supersonic flow region, heat the wind. In the
absence of an astrosphere, the planetary system would be exposed to galactic
cosmic rays over a broader range of energies, as well as to the flux of interstellar
gas and dust depending on the relative velocity between the central star and
the local interstellar medium. In the case of young stars, the formation of
magnetospheres is discussed in the literature. Note that the case of the solar
magnetic field amounts to about several 10 nT at 1 AU, significantly above
the galactic field. Estimates for the galactic magnetic field are typically below
0.40 nT and its structure is probably homogenous on scales of the planetary
systems, the heliospheric size or larger.

Particle Environment Beyond or Without Astrospheres

While outside the astrospheres objects would be exposed to the full cosmic
ray spectrum, the anomalous cosmic rays would be absent. In the vicinity of
an astrosphere, some of the anomalous cosmic rays may be leaking out, but
their intensity would be very low. The flux of small interstellar dust would be
larger than inside the astrosphere. Outside, the magnetic field would approach
the interstellar field, presumably homogenous over large distance scale.

Particle Environment Extrapolated from Solar System Conditions

The high energy spectrum of the galactic and anomalous cosmic rays is rather
stable in composition. Its variation over the solar cycle is understood as due to
propagation effects. In addition to these rather stable components, transient
particle fluxes are produced in the form of energetic particles ejected from the
Sun or generated in the interplanetary medium [73]. A variety of acceleration
processes produces energetic particles in the heliosphere. These include accel-
eration by shocks (first-order Fermi acceleration), turbulence (second-order
Fermi acceleration), and reconnection processes. The generated particles cover
especially the range of intermediate energies ranging from ≈ 30 keV/nucleon
to ≈ 30 MeV/nucleon. The intensity, spectra, and composition of heliospheric
particles are highly variable, particularly at solar maximum (see Fig. 7.4). At
the lowest, solar wind energies, the typical scale of variations in the velocity,
intensity, and composition of the solar wind is a factor of ≈ 2, on time scales
that range from hours to days to years.

Recently, Mewaldt et al. [59] summarized the particle fluences from ≈
0.3 keV/nucleon to ≈ 300 MeV/nucleon in the interplanetary medium based
on in situ measurements from space missions covering both solar minimum
and solar maximum conditions. They find that the solar wind contributes the
majority of particles in the energy range up to ≈ 8 keV/nucleon. Several differ-
ent populations contribute to the intermediate region from ≈ 10 keV/nucleon
to ≈ 5 MeV/nucleon. The fluences in this energy range are time-variable and
generated from several different sources. In spite of this, the superimposed
spectra of the different populations follow a E−2 power-law. In the range of
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Fig. 7.3. A schematic view of the interstellar medium in the vicinity of the Sun:
densities, temperatures, and velocities of the sketched interstellar cloudlets are de-
rived from gas absorption along the line of sight recognized in the spectra of the
nearby stars sketched in the figures. The local LIC moves relative to the Sun and
the heliosphere with about 26 km s−1. In this case, the results of the astronomical
observations agree with in situ measurements of neutral interstellar gas entering the
solar system. In this sketch, the heliosphere is enlarged 200 times [44]

5 to 50 MeV/nucleon, intense solar energetic particles make the largest con-
tribution, and galactic cosmic rays at even larger energies.

Magnetic Field in the Solar System

The average magnetic field in the interplanetary medium at moderate lati-
tudes and beyond the inner corona can be described following Parker’s model
[72] as:

Br = ±B0

(
r

r0

)−2

Bφ = ±B0

(
r

r0

)−1

cos θ Bθ ≡ 0 (7.1)

In the solar magnetic coordinate system with r0 = 1AU, and B0. Except for
regions in the vicinity of the Sun or directly above the solar poles, this model
serves as a good description of the field. The measured magnetic flux at 1 AU
is highly variable and of the order of several to several 10 nT. The polarity
structure of the magnetic field depends on the phase of the solar cycle. Near
the minimum, the field can be approximated by a model in which northern
and southern solar hemisphere correspond to opposite polarity. The dividing
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Fig. 7.4. Integral fluence spectra for protons are shown for some of the largest
events of solar energetic particles (SEP) of the last 50 years [59]

line does not coincide with the ecliptic, but is in general tilted: this leads
to the sector structure of the interplanetary field. The sectors with opposite
polarity are separated by a thin (order of 105 km at a large distance from
the Sun) current sheet which is warped due to the effect of the tilt. Near
solar maximum, the field configuration is more complex with the regions of
alternating polarity occurring also at high heliolatitudes.

7.3 Physical Processes

7.3.1 Radiation Pressure Force

The infalling stellar photons impose onto the objects the radiation pressure
force:

FRAD =
L∗

4πr2c
A <QRAD > (7.2)

where L∗ is the stellar luminosity, c is the speed of light, A is the geometrical
cross-section of dust, and <QRAD > is the average radiation pressure efficiency
for the given stellar spectrum F∗(λ). For spherically symmetric particles, the
force is directed radially outward.

This radiation pressure force counteracts gravitational force acting on a
body with mass m:

FG = −G
M∗m

r2
(7.3)
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Fig. 7.5. The energy spectrum of particles in the solar system and the approxi-
mate intensities: solar wind ions (SW), particles accelerated at interplanetary shocks
(ISP), solar energetic particles (SEP), particles accelerated at co-rotating interaction
regions (CR), anomalous (ACR), and galactic cosmic ray particles (GCR) [76]

where G is the gravitational constant, M∗ is the mass of the star, and r is
heliocentric distance of the object from the star.

The ratio βRAD of radiation pressure force to gravity force:

βRAD =
FRAD

FG
=

L∗A <QRAD >

4πGM∗mc
. (7.4)

is independent of the distance r from the star.
The cross section for radiation pressure transfer is a product of the ge-

ometrical cross section and the radiation pressure efficiency considered over
the spectral range of infalling light:

<QRAD >=

∫ ∞
0

F∗ (λ)QPR(m∗, λ)dλ∫ ∞
0

F∗ (λ) dλ
. (7.5)

The radiation pressure efficiency is QRAD = QABS + QSCA(1 − g) with
the efficiency for absorption QABS, the efficiency for scattering QSCA, and the
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Fig. 7.6. The radiation pressure to gravity ratio calculated for compact spherical
dust around β Pictoris. See [41] for detailed discussion

asymmetry parameters g. The latter denotes the ratio of light scattered in
forward direction to the light scattered in backward direction.

The cross section for radiation pressure transfer A < QRAD > is pro-
portional to the geometrical cross-section A when the size of dust is large
compared to the wavelength of incident light and in the Rayleigh limit it
is proportional to the volume. As a result, βRAD ∼ 1/r for s >> λ and
βRAD ∼ const for particle in the Rayleigh limit (s << λ). For s ∼ λ, it
strongly varies with size depending on the wavelength of light, shape of the
particle, and optical constant m∗ of its composing material. The maximum
of βRAD as function of size lies close to sizes s ∼ λ. The calculated values for
compact spherical dust particles orbiting β Pictoris are shown in Fig. 7.6.

7.3.2 Stellar Wind Pressure

Stellar wind particles impacting on the dust exert a force:

FSW =
Ṁ∗vSW

4πr2
A < QSW > (7.6)

where Ṁ∗ is the mass loss rate of the star, A the geometric cross-section of
the dust particle, and < QSW > the efficiency factor for momentum transfer
from stellar wind.

For the large dust particles, the cross section is nearly its geometrical
cross section. Minato et al. [60] studied the effect of the passage of the im-
pinging ions through small dust grains and showed that the dependence of
the cross-section A <QSW > on dust size is analogous to that for the electro-
magnetic radiation force. For dust smaller than the range of impinging ions
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(0.01 − 0.1 μm), the cross-section is proportional to the volume of the dust
particle A <QSW > ∝ V .

In analogy to the radiation pressure force, the value βSW [61] is

βSW =
FSW

FG
=

Ṁ∗vSWA <QSW >

4πGM∗m
(7.7)

and βSW is independent of the heliocentric distance as long as vSW = const. In
the case of the solar system, the solar wind’s radial force is negligible compared
to the radiation pressure; FSW/FRAD ∼ 10−3 [67].

7.3.3 Poynting–Robertson Effect

Particles in bound orbit about the star for which radiation pressure force
is smaller than the stellar gravity force migrate toward the star due to the
azimuthal component of the radiation pressure force and this is called the
Poynting–Robertson effect. (Note that the same applies for the stellar wind
force.)

The radiation pressure force acting on dust moving with velocity v can be
written in the first-order approximation in v/c as [16]

F RAD = FRAD

[(
1 − v · r

c

) r

r
− v

c

]
. (7.8)

The non-radial term in (7.8) is opposed to the velocity vector of the dust,
and it reduces the orbital energy and angular momentum of particles. The
falling time of dust with circular orbit from heliocentric distance r to the star
is given as

τRAD =
r2c

2GM∗ βRAD
. (7.9)

The falling time scale of ∼ μm-sized dust from 1 AU to the Sun is several
thousand years.

Discussing the radiation pressure force by introducing the βRAD-value re-
quires that the stellar brightness spectrum is constant in time. Augereau and
Beust [5] recently studied the influence of frequent flares on the dust dynamics
around AU Mic and introduced a time-averaged βRAD-value that accounts for
the time variation of the stellar spectrum in the UV and EUV.

The stellar wind force in the frame of the moving particles depends on the
dust velocity v as:

F SW = FSW

[(
1 − v · r

vSW

)
r

r
− v

vSW

]
, (7.10)

where FSW is the force on the dust for v = 0 and vSW is the bulk velocity
of the wind. The non-radial term in (7.10) is referred to as plasma or pseudo
Poynting–Robertson drag force.
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The lack of clear knowlege about the stellar wind makes it difficult to
discuss the wind’s forces in debris disks. Assuming, based on the studies of
the astrospheres mentioned above, that the mass loss rate Ṁ∗ of Sun-like stars
is up to ∼100 times stronger than the current solar value, the plasma P–R
drag exceeds the (photon) P–R drag.

While in the case of the solar system, the solar wind’s radial force is
negligible compared to the radiation pressure, the plasma P–R drag is not
negligible: The ratio of plasma P–R drags force to (photon) P–R drag force
can be written as

FSW

FRAD

c

vSW
� 0.3

(
Ṁ∗

Ṁ�

)(
L∗
L�

)−1 (
<QSW >

<QRAD >

)
(7.11)

where L� is the solar luminosity and Ṁ� is the solar mass loss rate. The
factor c/vSW results from the difference of the aberration angles for photons
or solar wind particles.

7.3.4 Dust Ejection: “β-Meteoroids”

Objects for which radiation pressure force (and/or stellar wind force) exceed
gravitational attraction force (β > 1) cannot reach the vicinity of the star
(see entry of interstellar medium dust discussed below). In planetary debris
disks large objects (β << 1) orbit the star and by collisional fragmentation
continuously produce smaller particles. Among the newly formed fragments,
the small particles are most likely to be in hyperbolic orbits and these particles
are often denoted as “β-meteoroids.” The dynamics of a released β > 1 particle
is determined by its kinetic energy, orbital angular momentum, and potential
energy at the time of the release. Since the gravitational attraction to the star
is smaller than for the parent body, the particle has a larger potential energy.
If the speed relative to the parent body is small compared to orbital speed, the
kinetic energy is identical to that of the parent body. As a result, the particle
is less strongly coupled to the star. The orbit of the particle has a higher
eccentricity than the orbit of the parent body. The parameters of the new
orbit can be derived from considering orbital angular momentum and energy
of the particle at the time of the release. A particle released from a parent
body in circular orbit is in unbound orbit if β > 0.5 (if the initial relative
velocity to the parent body is small). In the solar system ejection takes place
for particles of a fraction of micrometers in size, for the case of β Pictoris for
several micrometer in size.

The radial velocity vr(r, r0) at r of a species released from a parent body
in circular orbit at r0 is:

vr(r, r0) =
(

GM

r

(
r

r0
− 1

)
(2β + (r0/r) − 1)

)1/2

, (7.12)
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where G is the constant of gravitation and M is the mass of the star. The
asymptotic radial velocity of a β-meteoroid is v∞(r0) = ((2β − 1)GM/r0)1/2.
It can be expressed as v∞(r0) = (2β − 1)1/2vorb(r0), where vorb(r0) is the
Keplerian velocity at the distance r0 where the β-meteoroid was created.

For the case of dust in the solar system, most of the β-meteoroids have
0.5 < β < 1 and therefore the ejected fragments do not reach high velocities.
This description of the orbit of an released species is the same for dust and
gaseous species, the difference lies in the β that in case of the gaseous species
is determined by line absorption.

Figure 7.10 shows v∞ versus mass for dust particles around β Pictoris
calculated for different dust compositions and an initial distance r0=10 AU
from the star. In a similar way, the dust particles can be ejected by the stellar
wind. This ejecting force also deflects interstellar dust particles approaching
the system (see discussion below). The dust ejection processes varies for young
systems where UV, X-ray, and stellar wind fluxes are possibly and probably
highly variable in time.

7.3.5 Dust Temperature and Dust Sublimation

The equilibrium temperature of a particle is determined from the balance of
incoming and outgoing energy [66]: Energy input results from absorption of
sunlight and from energy transfer from impinging solar wind particles, the
latter being negligible for the case of the present Sun. Energy is lost due to
thermal emission of light and due to sublimation, the latter being important
only in the range close to sublimation temperature.

Therefore in most cases, the balance of absorbed and emitted light deter-
mines the temperature. In the case of a material for which emissivity is con-
stant with wavelength, since emissivity equals absorptivity the temperature
can be approximated with the blackbody temperature. When approximating
with the Stefan–Boltzmann law both, the in-falling stellar radiation and the
thermally emitted radiation of the dust, one obtains the relation:

Tdust = T∗

(
1 − A

4

)1/4 (
R∗
r

)1/2

(7.13)

for small or for fast rotating particles at distance r from the star, where F∗
denotes the brightness of the stellar photosphere, R∗ the radius of the star, r,
the distance from the star, and A the albedo of the object.

The temperature varies approximately as r−1/2 in a given system and for
a given distance increases proportionally to the temperature of the stellar
photosphere. Assuming T = 5800 K for the solar photosphere and A = 0 for
a blackbody results to the dust temperature in the solar system of 280 K at
1 AU. The temperature of objects deviates from the blackbody temperature
since their emissivity varies with wavelength. One can write:
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Tdust = T�

(
1 − A

4

)1/2 (
R�
r

)1/2 (
CA

CE

0.25)
(7.14)

with CA being the absorption cross section and CE the emission cross-section.
While according to Kirchhoff’s rule at a given wavelength, the efficiencies of
absorption and emission are the same QA = QE for a material, the emission
and absorption have their maxima in different spectral regimes with different
absorption and emission efficiencies.

Through the absorption and emission behavior, the temperature of small
particles strongly depends on the composition, structure, and size. Detailed
studies of the temperature are therefore based on specific dust models (see Li,
this issue). Temperatures both below and above the blackbody temperature
may occur, depending on the particle model as well as on the distance from
the star. While, for instance, a model of cometary dust described as a porous
silicate with absorbing inclusion leads to temperatures above the blackbody
temperature at 1 AU from the Sun, the same model leads to temperatures
below that of a blackbody at distances smaller than 0.1 AU [53].

7.3.6 Dust Charging and Related Forces

Surface Charging

The surface charge of the dust is caused by impinging of solar wind particles,
photoelectron emission caused by solar radiation, secondary electron emis-
sion caused by impact of charged particles with high energy, and emission of
thermal ions [68].

The impact of solar wind particles and photons are the predominant mech-
anisms for dust charging in the interplanetary medium of the solar system,
but grain size plays a crucial role for the charging when secondary emission is
important [20]. The time scales to reach equilibrium surface charge are short
compared to dust lifetimes.

The equilibrium surface charge on dust in the solar system corresponds to
an equilibrium potential, U , of a couple of Volts compared to the surrounding
medium. The calculated values depend on the material composition and lo-
cation of the dust particles. In a calculation for specific solar wind conditions
and dust material composition at 1 AU, the potential at 1 AU was calculated
to be U = 3.4(+0.02/−0.01) V for carbon particles and U = 3.2(+0.5/−0.05)
V for silicate particles, where the given variations result from variation of the
solar wind conditions during the time span 1965–1996 (see Fig. 7.8). The cal-
culated surface potential is almost constant with distance from the Sun in
the region between 1 AU and the termination shock and for particles of sizes
above 0.02 μm, it is almost constant with size [36]. The surface charge in this
distance range is mainly produced by photoelectron emission and sticking of
solar wind electrons. Since both, the electron density and the photon flux de-
crease with distance from the sun, the surface charge is almost constant with
distance.
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Fig. 7.7. The equilibrium surface potential of compact dust particles calculated for
the measured solar wind parameters from 1965 to 1995. The calculations were made
for silicate (open circles) and carbon (closed circles) particles of a mass 3 × 10−16

kg and these results are from [36]

Assuming spherical dust particles, the surface charge is then well approxi-
mated with Q = 4πε0aU , where ε0 is the electric constant and a is the radius
of the dust. For particles of 0.1 μm radius, the values given above result in
a positive surface charge corresponding to |Q(a0 = 0.1 μm)| = 240 e (elemen-
tary charges) for silicate and |Q(a0 = 0.1 μm)| = 225 e for carbon, with size
variation Q(a) = Q(a0) a/a0.

Most of the parameters that determine the surface charge are not known
for circumstellar systems. To have an idea about possibly occurring dust
charges, we calculated surface potentials of dust particles at 1 AU varying the
solar wind parameters compared to those for the solar system. We enhanced
number density of stellar wind, enhanced the plasma temperature, and en-
hanced the solar wind speed. All these showed only moderate enhancements
of the surface charge (see Fig. 7.8). Aside from the stellar wind parameters
the charging of circumstellar dust, through the photo ionization process, de-
pends on the spectrum of the star. Figure 7.9 shows the equilibrium charge as
function of distance from the star for the case of β Pictoris and AU Mic com-
pared to the solar system. While beyond a distance of approximately 1 AU,
the equilibrium charges slightly differ, close to the star they are determined
by the stellar wind paramaters and in the figure are identical, since solar wind
conditions were assumed for the calculations.

Lorentz Force

The Lorentz force acting on dust in the solar system reads

F L = qV × B (7.15)

where q is the electric surface charge, V = v − vsw is the velocity of the dust
relative to the solar wind, and B is the magnetic field vector carried with the
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Fig. 7.8. The calculated surface potential of dust particles at 1 AU varying the solar
wind parameters that were used for the calculations shown in Fig. 7.7: compared to
the calculations for the solar wind parameters (solid line) enhanced number density
by factors 10 and 100 (denoted as “10 N” and “100 N”) are assumed, enhanced
plasma temperature by factor of 2, 3, and 10 (2 T, 3 T, 10 T) and the calculation
for a double solar wind speed coincides with a calculation for doubled temperature

solar wind. As the dust particles cross the boundary between different sectors
of magnetic field with alternating polarities, the Lorentz force changes direc-
tion. For particles in bound orbit Lorentz force changes the orbital elements,
semimajor axis, a, eccentricity e, and inclination i [64].

Coulomb Solar Wind Drag

Distant encounters between the solar wind particles and the dust particles
cause dynamical friction described as the indirect or Coulomb solar wind
drag [64]. The dynamic effects of the Coulomb drag are the same as those of
the direct drag, but its strength is by about three orders of magnitude less.

7.4 Entry of Interstellar Matter

Stars are moving with typical speeds of several to several 10 km/s relative
to the surrounding interstellar medium (see discussion above) and as a result
interstellar medium dust enters the planetary debris disk. The entry of inter-
stellar dust into a planetary debris disk is determined by stellar gravity force,
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Fig. 7.9. The calculated surface potential of dust particles around of β Pictoris
and AU Mic compared to the Sun for 1.5 μm particles

FG, radiation pressure force, FRAD, and Lorentz force, FL. For β < 1 (that
is FG larger than FRAD) and small q

m the interstellar particles that approach
the star as a results of the gravitational attraction are focused behind the star.
When considering the slope of β as function of the particle size in Fig. 7.6,
this is the case for the large particles on the right side from the maximum.
Particles with β > 1 (i.e., the maximum of the same curve) approach the
star against a repulsive force and do not reach the close vicinity of the star.

The distance of minimum approach is given by:

r(1 + cos θ) =
(

4GM∗
vis2

)
(1 − β) (7.16)

where θ is the angle from the interstellar upwind direction, G is the gravita-
tional constant, M∗ is the mass of the star, and r is heliocentric distance. The
same conditions apply for interstellar neutral atoms.

A different picture arises for particles with large q
m for which the Lorentz

force FL is comparable to or larger than Fg and Frad. Therefore, in pres-
ence of a magnetic field for small particles (the left side from the maximum
in Fig. 7.6), radiation pressure and gravity are not the dominant effects on
the dust motion. If an astrosphere exists around the star, then the particles
are possibly deflected from entering the disk at the boundaries of the astro-
sphere. This is illustrated for two interstellar particles at the boundary of the
heliosphere in Fig. 7.2: they gyrate and slide along the magnetic field lines
carried by the interstellar plasma flow. Particles that entered the heliosphere
or the astrosphere may also be deflected by the stellar magnetic field within
the astrosphere.
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For the solar system, one may distinguish the following cases of interstellar
dust dynamics: depletion at the heliopause for m< 10−18 kg, magnetic field de-
flection inside theheliosphere for masses m< 10−17 kg, repulsion by radiation
pressure force for masses 10−17 kg < m < 10−16 kg, and gravitational focusing
for masses m> 10−16 kg [52]. The importance of the different deflection mech-
anism, as a result of the material dependence of radiation pressure and of the
rates for surface charging, varies also with the dust composition. The distri-
butions of small interstellar dust particles are sensitive to the structure of the
heliospheric transition region [21, 58].

So far, there is no clear observational evidence for interstellar dust entry
into a planetary debris disk [3]. Interstellar dust particles entering the solar
system were first noticed in the analysis of impact measurements near 1 AU
[7] and later were confirmed with extended measurements aboard Ulysses
outward to 5.4 AU [29]. The interstellar dust was identified from the data by
means of orbital parameters. For earlier measurements of dust in the solar
system beyond 5.4 AU, the unambiguous identification of interstellar dust
fluxes is not possible [52]. The entering interstellar dust will interact with the
small planetary objects and the interplanetary dust particles. The flux of the
interstellar dust into the solar system is, for instance, considered as a source
of dust production by impact erosion in the trans-Neptunian region [69, 88].

7.5 Collisional evolution

7.5.1 Dust Collision Model for CircumStellar Disks

Mutual collisions of dust act as a sink and as a source of particles. They
determine the size distribution and influence the spatial distribution of dust.
The discussion below is based on our study of the collisional effects in the
solar system and in the β Pictoris system [57, 22].

It is commonly assumed [3] that the large dust particles in the disk make up
the observed brightness and therefore it is required that the geometrical cross-
section of the large dust particles accounts for the observed normal optical
depth of the disk. The number density distribution of the large dust is derived
then assuming a size distribution, for example, the collisional distribution:

dn

da
= C(r)a−3.5 (7.17)

where a is the dust particle radius and the parameter C(r) facilitates the
connection to the optical depth τ(r) at the distance r. For describing the
optical depth, we use the relation [3]:

τ(r) =
2τm

(r/rm)−2 + (r/rm)2
(7.18)

where rm=60 AU, τm=0.01 [42]. We point out that this model assumes that
the inner region of several 10 AU distance from the star is comparatively
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Fig. 7.10. The asymptotic velocities v∞ versus mass for β-meteoroids created at
the distance r0=10 AU from β Pictoris. For any other initial distance r, the value
of v∞ is obtained by multiplication by the factor (r/10 AU)−1/2 (see [22])

free of dust particles. Several other studies discuss the existence of dust in
the inner region [28, 47, 81]. Assuming a dust component in the regions near
the star would further increase the gas production by dust collisions that is
discussed here.

Consider two subpopulations of the dust particles in the disk: the dust
particles in bound orbits, with the radiation pressure to gravity ratio below
the size limit for bound orbits (β < 1/2 for dust particles in circular Keplerian
orbits), and the “β- meteoroids,” with β above the size limit for bound orbits.

The β-meteoroids that are generated by collision need not significantly
contribute to the observed brightness since they quickly leave the system.
(Czechowski and Mann [23] have shown that for most of plausible assumptions
about the dust properties in the β Pictoris disk this is indeed the case.)

The boundary between the bound dust particles and the β-meteoroids in
the β Pictoris disk corresponds to the dust particle size a ∼ 2 μm, the exact
value depending on the dust particle material and structure (see Fig. 7.6).
The very small dust particles have the β value below the size limit: they are
deflected and possibly also ejected due to interaction with the magnetic field
of the star [56].

The average relative velocity of colliding large dust particles is calculated
assuming that the bound dust particles are in circular orbits uniformly dis-
tributed within 7◦ inclination from the disk central plane. The parameters
of the individual collisions between the dust particles can be obtained from
semi-empirical models and laboratory data [33, 78, 83] and while results may
vary slightly between different models they are mainly determined by the dust
number density distributions and by the relative velocities in the system.

The β-meteoroids are generated in subsequent generations: the 0th genera-
tion consists of the β-meteoroids produced in collisions between dust particles
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in bound orbits. The nth (n > 0) generation is produced by collisions be-
tween the (n − 1)th generation β-meteoroids and the bound dust particles
(see Fig. 7.11). The production of dust particles from the collisions between
the β-meteoroids is negligible, compared to the populations listed before. The
higher generations of the β-meteoroids are particularly important for the gen-
eration of impact vapor discussed below (see Fig. 7.12).

The collisions modify the size distribution of the dust and namely the
power law a−3.5 collisional distribution must be modified in the presence of
the lower size cutoff (generated by the particles in hyperbolic orbits) and it is
predicted that a flattening of the size distribution appears near the size limit
for bound orbits [42]. Augereau et al. [6] have presented a model in which they
account for the radiation pressure force acting on collision fragments that re-
main in bound (but elongated) orbits. They introduce an orbital ellipticity as
function of the β of the fragments, which leads to a position-dependent size
distribution for the bound dust particles and enhances collision rate within the
component of dust in bound orbits. The collisions with the β-meteoroids influ-
ence the collision lifetime of the β Pictoris dust disk and moreover may locally
generate collision avalanches [4]. While it was mentioned that the models to
describe the collision process led to similar results, it should be noted that in
all cases the models describing the collision process bear a large uncertainty.

Aside from the fragmentation, a fraction of the dust material is vaporized
by mutual collisions. This vapor production is only significant for high relative
velocities and those occur (i) between dust particles in bound orbits very
close to the central star where the Keplerian velocities are high and (ii) with
β-meteoroids formed close to the star and accelerated away from the star.
The amount of produced vapor depends on the mass and relative velocity of

Fig. 7.11. The size distribution of dust particles at distance 100 AU from the star
for the collision properties of ice. Different generations of the β-meteoroids are shown
for sizes below the critical value below which ejection occurs. Ice particles with the
sizes below 0.015 μm have β < 0.5 and were not included in the calculations
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Fig. 7.12. Calculated mass vaporization rate from dust collisions in the disk of β
Pictoris as a function of distance from the star assuming collision behavior of ice
particles. Mutual collisions of the grains in bound orbits (β < 0.5) as well as the
collisions between the first four generations of β-meteoroids and the bound grains
(shown with the different lines) are included. At larger distances only the collisions
with β-meteoroids contribute to vaporization. The solid line denotes the total gas
production from collisions of dust in the disk. The corresponding size distribution
is shown in Fig. 7.11

the impacting projectile and on the material composition of both particles.
Figure 7.12 shows the mass vaporization rate from dust collisions in the disk of
β Pictoris for vapor production from ice particles. The calculations are based
on the size distribution (Fig. 7.11) discussed above. The mass vaporization
rate inside 3 AU arises from mutual collisions of dust in bound Keplerian
orbits. The mass vaporization rate beyond 3 AU is higher and arises from
the collisions of the grains in bound orbits with the first four generations of
β-meteoroids.

It is suggested that a similar process of gas production is possible in other
circumstellar debris disks [22]. Generating considerable amount of gas by dust
collisions requires (i) a high dust number density and sufficient acceleration of
the produced collision fragments which is facilitated by large β-values which
needs (ii) high temperatures of the stellar photosphere, as well as (iii) suf-
ficiently high dust number densities in the inner disk so that the collision
fragments reach a high radial velocity. For cool stars dust acceleration by
stellar wind pressure should be considered as an alternative process to the
radiation pressure ejection.
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7.6 Second Generation Gas Components

As pointed out before, the amount of gas in the debris disks is small and
in most cases is not observed. Nevertheless, some upper estimates have been
made for the β Pictoris system. The fact that the gas component has no ap-
parent influence on the motion of the dust was used to determine the upper
limit of the total gas mass in the disk to 0.4 Earth masses [82]. From the
absence of observable line emission from H2, S I, Fe II, and Si II in recent
Spitzer data, the upper limit of the total gas mass was placed at 17 Earth
masses [19]. While these estimates are based on assumptions such as gas com-
position and temperature, it is generally assumed that the gas is not only
much smaller than in the protoplanetary disks, but it is also not remnants
of the protoplanetary disk. Most likely “second generation” gas components
exist and they are observed around β Pictoris.

The circumstellar gas is observed in absorption lines superimposed to
the stellar spectrum, as well as in emission lines detected around the star
in the direction of the dust disk [12, 15, 18, 45, 46]. The gas comprises a sta-
ble and a time-variable component. In the time variable component, the gas
with high redshift indicating inward motion toward the star is predominant.
This is often interpreted as due to comet-like objects falling into the star
[8, 9, 19]. The second, stable gas component is detected both in absorption
lines superimposed to the stellar photospheric brightness [43] and by emission
lines off-set from the star [71].

Both the absorption and the emission spectra show no evidence for gas
flowing radially outward, as one would expect for gas that is repelled by radi-
ation pressure force. The emission observations detect gas between at least 30
and 120 AU and the Doppler shift suggests that the gas is in Keplerian motion
about the star [50, 71]. The results stimulated a discussion of possible brak-
ing mechanisms [26]. It was shown, however, that the observed Doppler shifts
in the emission lines may arise from an observation effect, since particles in
radial motion have comparatively small contribution to the observed Doppler
profiles [22]. Figure 7.14 shows the calculated velocity distribution along the
line of sight for species released from a parent body in Keplerian motion that
is quickly ejected from the initial orbit by radiation pressure. The peak in the
velocity distribution occurs at a speed that is identical to the Keplerian speed
at the closest distance from the star that the LOS passes.

The apparent Keplerian motion, the predominance of non-volatile elements
(see Fig. 7.13), and the spatial distribution of the gas suggest its origin from
the dust disk. Processes of gas production from dust particles are collisional
vaporization, sublimation, stellar wind – dust interactions, and sputtering
from the dust surface. For the case of the inner solar system, it was shown
that all other listed processes of gas production from the dust have production
rates far below the collisional vaporization [57]. Collisional vaporization is a
possible explanation for the second-generation gas observed around β Pictoris
[22]. It is possible that the dust-related gas component influences the stellar
wind in the system, but neither the stellar wind nor any evidence of this
interaction was directly observed.
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Fig. 7.13. The element abundance of gas in the β Pictoris circumstellar disk, of
carbonaceous chondrites and of comet Halley dust measured in situ. The values
from [74] were normalized to Si abundance and are given relative to solar elemental
composition

7.7 Dust Lifetimes

It is helpful to consider which effects limit the lifetime of particles in a par-
ticular system. Mutual collisions of dust act as a sink and as a source of
particles. In systems with high dust number density, the average lifetime of
particles is determined by the collision rate. In systems with low dust den-
sity, the Poynting–Robertson effect limits the lifetime of dust. We may refer
to the former case as collision-dominated debris disks and the later case as
migration-dominated debris disks. The disk of β Pic is a collision dominated
disk and most of the debris disks that are observed until today have high dust
densities and are most likely collision-dominated. The solar system dust cloud
is often seen as an example for a migration-dominated debris disk. Even in
the solar system though, dust production by collisions plays a crucial role.

Figure 7.15 shows which effects limits the lifetime of the systems character-
ized by the stellar wind mass loss (given relative to the mass loss of the solar
wind) and the total dust mass in the system. While systems with a large total
dust mass are determined by collision lifetime, systems with a smaller dust
amount are limited by the Poynting–Robertson effect. For stellar mass loss
rates comparable to the early solar system, the plasma Poynting–Robertson
effect exceeds the photon Poynting–Robertson effect.

Since the estimate of dust lifetimes is not always straight forward, the
lifetimes that the figure is based on are given below. The time scale for a
particle to move from distance r = 50 AU to the star as a result of the photon
Poynting–Robertson effect [16] is (equation after [61]):
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where L and L� are luminosities of the star and the Sun, respectively, a is
the radius of the particle, and C̄ph = A < QRAD > is the cross-section for
radiation pressure.

The lifetime corresponding to the plasma Poynting–Robertson effect is
(equation after [61]):
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Fig. 7.14. Scheme to explain the observed Doppler profiles: The upper part illus-
trates that released dust or gas released from a parent body in Keplerian motion is
quickly ejected from the initial orbit if radiation pressure forces are effective. The
lower left and right sides of the figure denote the calculated Doppler profile for the
integrated line of sight (LOS) brightness: the peak occurs at Doppler shifts that
correspond to the Keplerian speed at the closest distance from the star that the
LOS passes
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Fig. 7.15. Comparison of dust-removal processes for different values of stellar wind
given by the total stellar mass loss rate compared to that of the Sun and the to-
tal amount of dust within the disk given in Earth masses. The different removal
processes are discussed in the text and the dominant process is determined by the
shortest lifetime (from [61])

with C̄sw = A < QSW > the cross section for momentum transfer from solar
wind. In the case of a cloud that is dominated by collision cascaded, the
equation for collisional lifetime is:
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where Md, M , M�, and M⊕ are the masses of the dust disk, the central star,
the Sun, and the earth, respectively. The latter equation was adapted from
the expression used by Najita & Williams [70] for the collision lifetime and
was used as a basis for the figure comparing lifetimes.

It should be noted that aside from these major effects, the sublimation of
dust occurs in the vicinity of the star, as well as sublimation of volatiles and
destruction by sputtering even at larger distances. The lifetime of icy parti-
cles in the outer solar system is, for instance, limited by sputtering [88]. And
Artymowicz suggested that the lifetime of water ice particles in the β Pic-
toris system is limited by photo sputtering. His comparison of the respective
lifetimes of water ice particles around β Pictoris is shown in Fig. 7.16.

7.8 Dust Rings – Rings Caused by Dust Sublimation

Dust rings may form due to fragmentation of large objects, due to direct
orbital resonance (see Ishiguro and Ueno, this issue) and due to orbital
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Fig. 7.16. Time scales of Poynting–Robertson drag, collsions, and ice photo-
sputtering for the disk around β Pic from [2]. Further discussions are given in the
text

resonances of the planetesimal parent bodies (see Wyatt, this issue) within
a debris disk, as well as due to gas-dust coupling in a transitional disk stage
(see [79]). Another path of dust ring formation as a result of dust sublimation
was discussed in the past for the near solar dust cloud [65] and was recently
suggested for migration-dominated debris disks [38, 39].

The particles initially migrate toward the Sun due to Poynting–Robertson
drag (β-value below the size limit for which ejection occurs). When sublima-
tion reduces the particle size, the radiation pressure to gravity ratio (β-value)
increases and the particles are pushed outward. The decrease in particle size
with distance is shown for particles sublimating near the Sun in Fig. 7.17:
Solid silicate particles (thick solid lines) directly disappear due to rapid subli-
mation when they approach the Sun. Solid carbon particles (dashed lines) can
form a dust ring. The thin horizontal line indicates the size limit of carbon
particles below which they are rejected by radiation pressure.

For the larger solid carbon particles, the radiation pressure force com-
pared to solar gravity quickly increases as their size is reduced by sublimation.
Their orbital eccentricity increases and they are pushed outward. Tempera-
ture decreases at the aphelia of the dust orbits and therefore sublimation rate
decreases. The particles migrate inward again. The exact slope of this size–
distance curve depends on the initial conditions. This interplay of radiation
pressure and sublimation can cause an enhancement of dust number density
at the edge of the sublimation zone.

Dust rings were not clearly identified near the Sun. The non-detection
is probably a result of the heterogeneous dust composition that leads to a
broad sublimation zone and therefore a widely distributed zone in which the
described orbital distribution of the particles occurs. The enhancement in dust
density is distributed over a larger range of solar distances and therefore the
enhancement relative to the surrounding dust density is small [51].
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Fig. 7.17. The particle size versus distance for particles sublimating near the Sun:
This figure shows the case of solid carbon particles (dashed lines) and silicate parti-
cles (thick solid lines) [54]

Recently, Kobayashi et al. [38, 39] have proposed that dust rings may
form due to sublimation of icy dust particles in migration-dominated disks.
These dust rings would form at larger distances from the star where the ice
component disappears. While the solar system dust cloud is a migration-
dominated disk, observation of our own outer solar system dust cloud is not
feasible since the observed dust brightness is dominated by the brightness
produced by dust near Earth orbit. While a couple of in situ measurements
were carried out in the region where sublimation of ice particles should occur,
the uncertainties and low statistics of the data prevent us from drawing a
conclusion about the existence of sublimation-generated dust rings. Future
astronomical observations of migration-dominated dust disks may reveal the
dust ring formation induced by ice sublimation.

7.9 Dust Material Composition and Dust Alteration

Studies of the mineralogy of cosmic dust are numerous and their review beyond
the scope of these Lecture Notes. This section shortly describes the basic
connection between dust material composition and the origin and evolution of
planetary systems. From recent observations of crystalline silicates in comets
and in circumstellar disks, the relevance of the physical processes and the
particle environment for the dust material alteration becomes apparent.
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7.9.1 Characteristic Infrared Emission from Dust

Observed infrared spectra provide valuable information to study dust compo-
sitions in other planetary debris disks. This is so, especially in view of recent
progress of infrared observations and of the wealth of new data expected for
the near future (see Itoh, this issue). Deriving the mineralogy of dust from in-
frared spectra bears some ambiguity. Thermal emission spectra vary not only
with the material and its microstructure, but also, for instance, with dust size
and temperature. Moreover, the observed spectra result from the superposi-
tion of different materials and some components may not be identified from
the observed spectra. In this context, Bowey and Adamson [13] point out that
while the spectra of crystalline silicates are narrow and highly structured, the
superposition of different crystalline silicate spectra may produce the smooth
thermal emission bands around 10 and 18 μm that are commonly attributed
to amorphous silicates. They show that, using their method of spectral anal-
ysis, the mass fraction of amorphous silicate in several considered spectra (of
diffuse interstellar cloud, molecular cloud, and low mass young stellar objects)
could be much lower than previously suggested. The analyses of infrared ob-
servations should therefore be treated with some caution. Nevertheless, they
provide a valuable tool to study dust evolution.

7.9.2 Microstructure: Amorphous vs. Crystalline

Depending on the material and its microstructure, the spectral variations of
infrared thermal emission brightness show distinctly different features. In this
way, the microstructure, amorphous or crystalline, is sometimes derived from
observations. In case of an amorphous material, the basic building blocks in
the minerals – such as the SiO4 tetrahedra in the silicate – are randomly ar-
ranged. The crystalline state forms a regular lattice structure. Energy transfer
alters the microstructure: it leads to ion diffusion and breaking of chemical
bonds in the solid so that the microstructure may change from amorphous to
crystalline or vice versa. This process is called annealing. When heated above
sublimation temperature, the silicate will sublimate and subsequently con-
dense. Depending on the time scale tcool of cooling, it will form a crystalline
or amorphous phase. Figure 7.18 shows the schematics of the thermal history
from amorphous to crystalline phase. This sketch was adapted from a figure
by Kouchi et al. [40] for the evolution of water ice from the molecular cloud
(marked with “a”) to the steady state (marked with “c”) of the primordial
solar nebula. It can serve as a basis for discussion of other materials or other
types of heating events. Assume an amorphous silicate at initial temperature
(“a”) is heated to a maximum temperature (marked with “b”) and then cools
down to a stable temperature (“c”). The microstructure that forms during
condensation depends on the time span for cooling. The required tempera-
ture and time span for annealing below sublimation temperature changes in
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the presence of energetic particle bombardment: If energetic particle impacts
damage the microstructure, the temperature, and hence the mobility of the
atoms in the solid will determine at which rate the microstructure will be
restored. Annealing depends on the thermal history and the energetic particle
environment of the dust. It is not restricted to heating events and occurs at
different stages during the life cycle of cosmic dust.

7.9.3 From Interstellar Dust to Protoplanetary Disk

One can draw the following picture of dust evolution (see Fig. 7.19): Dust par-
ticles are formed predominantly in cool stellar atmospheres and super noval
and injected into the interstellar medium. These particles are processed in the
interstellar medium: dust destruction, dust growth, and dust material alter-
ation occur. The dust component of molecular clouds in which star formation
occurs is incorporated into the protoplanetary accretion disks. Heating in the
inner zone of the protoplanetary disk destroys the dust and dust particles
recondense from the gas phase. Dust in the outer, cooler disk may survive.
The radiation of the central star, impacting energetic particles, accretion pro-
cesses, shock formation, and radioactive decay can cause dust alteration and
destruction. Some of these processes are not confined to the inner disk. More-
over, the radial mixing may transport outward the particles that were formed
or processed in the inner zones.

Detailed descriptions of the evolution of minerals and silicates, in partic-
ular, in accretion disks and the mineralogy of interstellar and circumstellar
silicates are given in the chapters by Gail [30] and by Molster and Waters [63]
published elsewhere in the Lecture Notes in Physics Series. Observations of

Fig. 7.18. Sketch of the temperature evolution during annealing: the microstate of
material that is formed by condensation depends on the degree and the speed of
cooling. If the heating is below sublimation temperature, annealing depends on the
time span of the heating and may further be influenced by non-thermal processes
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the newly condensed dust particles around stars in a late evolutionary stage
indicate that the silicates have a crystalline structure when they are ejected
into the interstellar medium. This crystalline structure is either destroyed by
galactic cosmic ray bombardment, or the dust particles are destroyed and
the recondensed particles form as amorphous silicates. Observations indicate
that the amount of crystalline silicate is low in the diffuse interstellar medium
and in molecular clouds [48]. (Carbon grains are also formed in stellar envi-
ronment and may form SiC grains. However, the amount of carbon particles
seems smaller and the amount of Si in interstellar medium dust that is bound
in SiC is less than 5%.) Depending on the environment, ice mantles may
form around the silicate grains. From those icy components by reactions in
the mantle material organic refractory species are formed. These interstellar
particles are incorporated into the protoplanetary accretion disk and further
processed there. Heating in the inner zone will destroy the dust and silicates
will re-condense to crystalline phase. Dust in the outer disk, including amor-
phous silicates, does not sublimate entirely.

Fig. 7.19. A sketch illustrating the path of dust from the interstellar medium to a
planetary debris disk: molecular cloud dust is incorporated in the proto-planetary
nebula. The outer nebula has low temperatures, while the inner nebula reaches
sublimation temperature. As a result planetesimals that form in the outer nebular
(such as cometary nuclei) may consist of relatively primordial dust (Note that this
picture does not include local heating or non-thermal processes.)

7.9.4 From Parent Bodies to Dust Debris

Dust particles are incorporated in larger parent bodies and after that the
parent body fragments make up the dust that is observed in debris disks.
Processing in the parent bodies can be substantial and in the solar system,
meteorites, in most cases originating from asteroids are severely altered in
the parent body. In spite of this, the meteorite material contain information
about the processes prior to the formation of the parent bodies. Moreover,
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the chondrules and calcium aluminum rich inclusions (CAIs) that are found
in the primitive meteorites form during processes in the inner protoplanetary
disk before the parent bodies are formed. Laboratory analyses of meteoritic
material provide important clues for the conditions of the protoplanetary disk
of the early solar system, but its consideration is beyond the scope of this
chapter.

In contrast to meteoritic material, dust particles that are incorporated in
planetsimals at large distances from the star, like the cometary nuclei in the
solar system, are presumably less severely altered in these icy objects. The
alteration of the cometary dust is therefore regarded as indicative of the evo-
lution in the molecular cloud and in the protoplanetary disk (as opposed to
the evolution of the parent body). Since planetary debris disks are observed
at distances beyond the asteroidal belt of the solar system, the dust evolution
and optical properties [47, 80] in planetary debris disks are considered being
similar to the cometary dust. Information about the composition of cosmic
dust is in most cases limited to the optical properties. (In the case of cometary
dust, space measurements provide additional information and at present, for
instance, analyses of samples collected during the Stardust mission are carried
out.) The major components identified from observations are ices, silicates,
carbon, and organics. The evolution of ices and refractory compounds is in-
dicative of the protoplanetary disk evolution. For instance, Yamamoto [86]
pointed out that cometary volatiles may originate either as solar nebula con-
densates or as the sublimation residue of interstellar ices and that this should
be reflected in the microstucture of the cometary water ice. Along with the
evolution of ices, the evolution of volatile and refractory organic compounds
is important. Recently, observers compared, in particular, the evolution of
silicates in cometary dust and circumstellar dust.

7.9.5 Crystalline Silicates in Comets and Circumstellar Disks

The following discussion will focus on silicates, since they are presently best
studied by astronomical observations and allow the comparison to circumstel-
lar disk observations. For a review of silicate observations in comets and their
implications for the evolution in the protoplanetary disk we refer the reader to
a recent work by Wooden and colleagues [85]. Infrared spectroscopy observa-
tions with Spitzer were also recently reported for 59 main-sequence stars with
debris disks, though the majority of observed spectra were featureless [17].

Since comet nuclei are formed in the colder zones of the protoplanetary
disk, one would expect that they contain originally amorphous silicates. On
the other hand, features due to crystalline silicate have been observed in
comets as well as around β Pictoris and also in circumstellar disks of young
stars. The possible explanations of crystalline silicates in the outer disks are
(i) transport outward from the inner region, (ii) generation by transient heat-
ing or by non-thermal alteration of amorphous silicates in the outer zone, (iii)
generation as fragments of larger parent bodies in which crystalline silicates
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are generated by internal processes, or (iv) crystallization after or during re-
lease from the parent body.

It is often assumed that crystalline silicates form near the star and then
are transported to larger distances where they are incorporated in the plan-
etesimals. This requires, however, a mixing process to take place before or
during the formation of planetesimals. According to Gail [30] the protoplan-
etary accretion disks consist of three regions of different dust mixtures: (1)
amorphous dust with a strong non-equilibrium composition in the outer parts
of the disk, (2) crystalline dust with a strong non-equilibrium composition in
a certain zone of the inner disk, and (3) crystalline dust with chemical equilib-
rium composition in the innermost parts of the disk. He predicts for the dust
composition between 2 and 20 AU a mixture of amorphous and crystalline
silicates, with the fraction of amorphous material increasing with distance
from the star (see Fig. 7.20). Using a similar turbulent evolutionary model of
the solar nebula Bockelee-Morvan and collaborators [11] showed that turbu-
lent diffusion can transport silicates from the inner hot regions outward to the
comet formation zone on a time scale of 104 years and therefore the crystalline
dust could be incorporated in cometary nuclei.

Fig. 7.20. A scenario to explain the appearance of crystalline silicates in cometary
dust. Further explanations are given in the text

On the other hand, recent observational findings suggest that non-thermal
processes be considered for modifying the microstructure of silicates. Silicate
dust around a Herbig Be star shows an increasing mass fraction of crystalline
silicate dust with distance from the star, which is not in accord with the
turbulent radial mixing hypothesis [14]. From a study of solar mass T Tauri
stars and intermediate-mass Herbig Ae stars with circumstellar disks, Kessler-
Silacci et al. [35] infer possible variations of the silicate spectra with either
the spectral type of the star or the other spectral-type-dependent factors like
X-rays, UV radiation, and stellar or disk winds.

7.9.6 Non-Thermal Alteration

There are several scattered attempts to study the non-thermal alteration of
dust material in debris disks. Recently, Yamamoto and Chigai [87] pointed out
the opportunity that silicates may crystallize after leaving the comet nucleus
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and suggested the energy from chemical reaction in organic mantle material
to trigger this process. Laboratory studies of the material alteration caused
by ion impacts are scattered, but show the importance for material alteration
for silicates and ices [77].
Irradiation of crystalline olivine with He+ ions at energies of 4 and 10 keV
generated an amorphized layer of the order of several 10 nm and also changed
the composition and the porosity of the silicates [23]. The material alteration
caused by energetic particle impact (mainly electrons and protons) can be es-
timated from consideration of the particle energies. The penetration depths as
function of energy are shown for the case of protons in Fig. 7.21. Solar wind
particles, at the low energy end of the distribution with penetration depth
smaller than the particle size, play a role in surface charging and possibly in
material alteration in the surface layer. For energy ranges where penetration
depth and particle size are of similar order, material alteration and sputter-
ing occur. Particles in this energy range also cause surface erosion of larger
planetary system objects. Aside from that, the penetration depths of particles
with energies >100 MeV per nucleon are large compared to the dust particles
and there is no significant alteration of the microstructure, although nuclear
reactions may change the elemental and isotopic composition of the material.

Some clues may also be derived from the study of interplanetary dust par-
ticles in the solar system and from laboratory measurements. The processes
that are caused by in-falling particles are many-fold and not clearly distin-
guished: surface sticking, damage of material structure, heating, ionization,
sputtering, and evaporation [68]. Measurements of collected samples summa-
rized by Jessberger et al. [34] show that the interplanetary dust has been
altered by exposure to the solar wind and cosmic ray particles. The samples
show an enhanced abundance of solar wind species, indicating that the solar
wind particles are accumulated in the particles or in their surface layer. Also
particles with higher energy seem to accumulate in the dust: The cosmic dust
particles that were collected from Antarctic and Greenland ice show simi-
lar He and Ne isotope abundances than the solar energetic particles (SEP).
These dust particles have sizes between 50 and 400 μm. On the other hand,
SEPs with high energy pass the dust and generate the so-called solar-flare
tracks, i.e., mechanical damage when they pass through the grains. Within
this range of energies, impacting ions cause material alteration and particles
in the energy range from MeV to several hundred MeV cause significant ma-
terial alteration. Since particles in this energy range are produced by several
different mechanisms, their fluxes in circumstellar systems are not known from
simple extrapolation.

7.10 Summary

The vast majority of dust in planetary systems is produced by fragmentation
of planetesimals and the dust is influenced by gravity, stellar radiation, and
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Fig. 7.21. The upper panel of the figure indicates the energy ranges of different ions
in the interplanetary medium: solar wind ions (SW), solar energetic particles (SEP),
particles accelerated at co-rotating interaction regions (CR), particles accelerated
at interplanetary shocks (ISP), anomalous (ACR), and galactic cosmic ray particles
(GCR). The calculate penetration depth of protons into SiO2 of density 3 g cm−3 for
the limit of high energies is shown as a solid line. This is determined by interaction
with the nuclei and the penetration depth at low energies is different. The size ranges
of objects in planetary systems are indicated on the right side. Significant material
alteration is likely to occur for energy ranges where penetration depth and particle
size are of similar order

stellar wind pressure. Radiation pressure force ejects small particles that are
produced by the larger parent bodies. For systems with high stellar lumi-
nosity, the fragments generated at small distances from the star reach high
asymptotic speeds. Mutual collisions of the dust and small bodies produce
smaller debris and, together with the condition of dust ejection, determine
the size distribution of dust, which may vary within the system. Models of a
steady-state collisional evolution apply to some systems or apply at least as
a first-order approximation, but in general the collisional evolution may be
time variable. Distributions are influenced by collision events of large parent
bodies and for the systems with high β-values (i.e., high speed collision frag-
ments) collision avalanches may occur. The entry of interstellar dust can also
generate further fragments and ejecta particles.

The lifetimes of debris disks are limited by collisional fragmentation, i.e.,
the disk has a tendency toward self-destruction (“collision-dominated disk”).
Dust lifetimes in disks with low dust density are typically limited by the
Poynting–Robertson effect, or possibly by the plasma Poynting–Robertson ef-
fect for the case of cool stars (“migration-dominated disk”). While the dust
in a collision-dominated disk is mainly observed in the region of the planetes-
imal parent bodies, the dust cloud in migration-dominated disk ranges from
the region of the parent bodies inward. Local features in the dust number
density are either a result of the spatial distribution of the parent bodies,
or produced by forces acting directly on the dust. Namely orbital resonances
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with planets existing in a system will occur for both the planetesimals and the
dust. Since the dust is more prone to other forces (radiation pressure, Lorentz
force) than the planetesimals, it is likely that planets shape the distribution
of planetesimals more clearly than they shape the dust distribution.

Dust collisions due to the impact vaporization process may also generate
a component of gas within debris disks. Such a gas component was so far only
studied by detailed observations for the β Pictoris system and the production
by dust collisions is one among several suggested mechanisms. It is possible
that the dust-related gas component influences the stellar wind in the system,
but neither the stellar wind nor any evidence of this interaction was directly
observed. In some cases, the strength of the stellar wind was estimated from
the extension of the astrosphere that can evolve around a star as a result of
stellar wind plasma interacting with interstellar medium plasma. Connected
with the star and the formed astrosphere is the acceleration of different com-
ponents of energetic particles: electrons, protons, and heavier highly charged
ions.

The idea of the material composition of dust in the debris disks being “pri-
mordial” should be treated with some caution. Material alteration may occur
during the collision process that generates the dust fragments. Energetic par-
ticles, UV- and X-ray fluxes also significantly alter the chemical appearance
and microstructure of the dust material (as well as of the surface material of
the small atmosphere-less bodies). Considerable processing is possibly caused
by energetic particles originating from the star or from the circumstellar sys-
tem, rather than by the galactic cosmic rays. These processes should be taken
into account when comparing cosmic dust properties observed in debris disks
to other dust populations, like dust around young stars, dust around comets,
and dust in the interstellar medium.
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Abstract We describe recent developments in observations of interplanetary dust
particles. These developments are largely due to the introduction of cooled charge
coupled device detectors and two-dimensional infrared array detectors with infrared
space telescopes. The new observational data show not only the global structure of
the interplanetary dust cloud, e.g., its symmetric plane, but also the faint structures,
such as the asteroidal dust bands and the cometary dust trails seen as a brightness
enhancement of a few percents above that of the smooth component. Spectrographic
observations provide some knowledge about the dynamics and composition of these
local components. We mention sources of interplanetary dust particles revealed by
these observations. In the last chapter, we introduce ongoing and future projects
related to the observational study of interplanetary dust.

8.1 Introduction of Zodiacal Light

The zodiacal light is a faint glow seen along the ecliptic plane. It is clearly
seen in the western sky after the evening twilight or in the eastern sky before
dawn. Figure 8.1 shows a photograph of the morning zodiacal light taken from
the top of Mauna Kea, Hawaii. In this picture, the zodiacal light appears as
a cone-shaped glow behind the telescope domes. The central axis of the cone
roughly coincides with the orientation of the ecliptic plane as seen at the
night sky. It reflects the well-established finding that the majority of dust in
the solar system is concentrated near the ecliptic plane, as most of the dust
sources (e.g., comets and asteroids) are distributed near the ecliptic plane (see
Sects. 8.2.2–8.2.4).

The zodiacal light brightness decreases with distance from the sun. In
the antisolar direction, there is a faint enhanced oval glow (Gegenschein).
Several hypotheses have been constructed to explain this excess brightness:
sunlight reflected by particles concentrated near the libration point in the
Earth–Moon system, emission from the earth’s gaseous tail, sunlight scat-
tered by the Earth’s dust tail cloud, and scattered sunlight by interplanetary
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Fig. 8.1. Photograph of the morning zodiacal light seen from the top of Mauna Kea
(4200 m), Hawaii. The central axis of the cone roughly coincides with the orientation
of the ecliptic plane. The shadows of domes are Keck I (leftmost), IRTF, CFHT, and
Gemini (rightmost), respectively

dust cloud. After the Gegenschein was also noticed in the images taken from
Pioneer 10 spacecraft at 1.86 AU from the sun [80], it became widely ac-
cepted that the Gegenschein is a part of the zodiacal light. It is attributed to
enhanced scattered light in the backward direction.

At angular distances from the sun smaller than 20◦, where the zodiacal
light is unobservable from the ground due to atmospheric scattering light, the
zodiacal light continues to increase its intensity. During total solar eclipses or
from spaceborne observatories with coronagraphs, it is found that the zodi-
acal light is smoothly connected to the solar corona. The brightness of the
solar corona consist of mainly two components, i.e., K- and F-corona. The
K-corona is produced by Thomson scattering of sunlight in an atmosphere of
free electrons surrounding the sun, while the F-corona is a sunlight scattered
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by the interplanetary dust particles. Therefore, the F-corona is the inner re-
gion of the zodiacal light. The existence of a coronal brightness hump is a con-
troversial issue; on some of the observations that the near-infrared brightness
of solar corona does not increase smoothly, but shows a deviation of the slope
from continuous increase [30, 47]. The humps could be explained by a dynam-
ical effect that produces dust ring around the sun [55]. Another explanation
of the hump is that it could be produced as a result of the superposition of
scattered light and thermal emission brightness when the line of sight crosses
the beginning of a dust free zone [49]. However, observers of the 1991 and
1998 eclipse could not confirm the existence of humps in the near-infrared
wavelength [23, 63]. It was pointed out that since the relative amount of ther-
mal emission to scattered light brightness depends on the optical properties
of dust, the existence or non-existence of the hump may indicate variations
of the composition in the near-solar dust cloud [50]. The hump might also
be a transient feature such as an injection of dust into near-solar space by
sun-grazing comet.

The zodiacal light in the ultraviolet, visual, and near-infrared wavelengths
is scattered sunlight by the interplanetary dust particles. Therefore, the color
is similar to the solar spectrum, while the middle and far-infrared wavelength,
it is dominated by the thermal emission of those particles (zodiacal emission).
The typical temperature of interplanetary dust is around 285 K at 1 AU
and the zodiacal emission is the dominant source of the diffuse sky bright-
ness in the mid-infrared wavelength observed outside the earth’s atmosphere.
Since the earth is embedded in the interplanetary dust cloud, the zodiacal
light and the zodiacal emission cover the entire sky even at high-ecliptic lat-
itudes. It is important to notice that the zodiacal dust cloud is a prominent
sign of the presence of planetesimal-sized objects in the solar system: Sim-
ple consideration of the Poynting–Robertson (see Sect. 8.2.1) lifetime shows
that the presently observed dust cannot be identical with dust particles that
existed during the formation epoch of the solar system. Although the total
mass is small (equivalent to that of a small asteroid), the thermal emission
and the scattered light from the interplanetary dust cloud are comparable to
those from a terrestrial planet if the solar system were observed from outside.
Therefore in a survey of extra-solar planetary systems, the interplanetary dust
can obscure and also indicate the existence of planets.

8.2 Dust Sources and Sinks

8.2.1 Sink for Interplanetary Dust Particles

The lifetimes of the interplanetary dust particles are very short when com-
pared with that of the solar system. The main physical processes affecting
the interplanetary dust particles are expulsion by the radiation pressure, in-
ward Poynting–Robertson drag, Yarkovsky effects, the solar wind pressure,
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the Lorentz force, mutual collisions, and gravitational perturbations of the
planets. These are summarized in Mann et al. [52].

The solar radiation pressure, which is usually most important non-
gravitational force which determine the orbital evolution of dust, is a function
of the grain size, the density, and the albedo [2]. It is generally parameter-
ized by β(= Frad/Fgra). Here, Frad and Fgra are the solar radiation pressure
and the solar gravity, respectively. When considering a particle released from
a parent body in a circular solar orbit, then dust particles with values of
β larger than 0.5 will be in hyperbolic orbit. Such values obtain for silicate
grains smaller than roughly <1 μm radius. The time scale for the expulsion
is order of one orbital period. Thus, this process essentially produces a lower
limit to the grain size. Unless the solar radiation pressure is strong enough
to eject the particles, the solar radiation causes dust particles to slowly spiral
inward (Poynting–Robertson drag). The falling time of the dust particle with
circular orbit from a heliocentric distance rh to the sun is proportional to
r2
h/β. The lifetime of a black 30 μm-radius grain with density 3 g cm−3 at 1

AU is about 105 yr [2], and the drift speed increases in inverse proportion as
the heliocentric distance.

The solar wind pressure effectively works on the small (<1 μm) particles
[56]. It includes not only radial term but also non-radial term (see the chapter
by Mann). Known as the Yarkovsky effect is a force caused by photon thrust
due to the temperature gradient across an object’s surface, which means that
this effects work on the large particles with noticeable temperature gradient
[2]. If the charged particles move through the magnetic field of the sun, the
Lorenz force changes the orbits. The Lorenz force works efficiently for the
small particle (<1 μm) particularly in the strong magnetic field near the sun
[50]. Mutual collision velocities of dust are around the order of 1 km s−1

and then catastrophic. The lifetime of a small dust particle is affected by the
Poynting–Robertson drag when compared with the collision due to the fast
orbital decay, while the lifetime of large particle is dominated by the collision.

The mass-loss rate of the interplanetary dust cloud inside 1 AU is esti-
mated to be about 104 kg s−1 [17, 51]. Therefore, the source of the interplan-
etary dust particles is essential to sustain the present zodiacal cloud.

8.2.2 Cometary Dust

Comets are thought to be relatively unprocessed fossils with some of the
material properties remaining from the time of the formation of the solar
system, or before. When a comet approaches the sun, it develops tails of
dust as well as gas. It is, however, important to notice that most of the dust
particles that are observed in the vicinity of distinguished comets (e.g., C/1995
O1 Hale–Bopp and 153P/Ikeya–Zhang) are quickly ejected from the solar
system. This is a result of the high eccentricities of the orbits of the parent
bodies (i.e., nuclei). When we consider particles released at perihelion with
zero ejection velocity, the eccentricity ed of the dust particle is given by
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ed =
ep + β

1 − β
, (8.1)

where ep denotes the eccentricity of the parent comet [57]. Accordingly, it is
comets with low eccentricities that can efficiently supply the dust particles
into the interplanetary space. Jupiter family comets (with low inclination,
semi-major axis less than that of Jupiter’s orbit) are potential dust sources of
the interplanetary dust because not only they have low eccentricities but also
they spend most of their time within the snow line (the ice condensation line,
around 3 AU), where the comets are generally active.

In previous studies, the mass-loss rates from comets were mainly deduced
through the observations of cometary comae. And it was concluded that
comets played a minor contribution in the interplanetary dust cloud. Here,
we will show that it is difficult to estimate the mass-loss rate of a comet from
the dust coma observations. The observed intensity from the cometary coma
is approximately proportional to the geometrical cross section,

σ(a) =
∫ aMAX

aMIN

πa2N(a)da, (8.2)

where a is the radius of the dust particles. We assume a power law distribution
of the size with the range between aMIN and aMAX for simplicity,

N(a) = Naq. (8.3)

From (8.2) and (8.3), we obtain the cross section,

σ =
πN

3 + q

(
a3+q
MAX − a3+q

MIN

)
. (8.4)

Similarly, the mass-loss rate can be expressed by

Ṁ(d) =
∫ aMAX

aMIN

4
3
πρa3N(a)da

=
4πρN

3(4 + q)

(
a4+q
MAX − a4+q

MIN

)
, (8.5)

where ρ is the density of the particles. The power index q of the size dis-
tribution is generally between −3 and −4 [11, 12]. In this case, the dust
mass-loss rate strongly depends on the largest particle, while the brightness
depends on the smallest (0.1–1 μm-sized) grains. Accordingly, observing the
large cometary particles is the key issue to derive the contribution of cometary
particles to the zodiacal light.

Intriguing brightness enhancements were discovered by the Infrared Astro-
nomical Satellite (IRAS) for directions of the line of sight crossing the orbits
of eight short-period comets (2P/Encke, 7P/Pons–Winnecke, 9P/Tempel 1,
10P/Tempel 2, 22P/Kopff, 29P/Schwassmann–Wachmann 1, 65P/Gunn, and
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67P/Churyumov–Gerasimenko; [73]). These features result from dust parti-
cles that are distributed on the orbits of the parent comets. They are referred
to as “dust trails” and are composed of larger particles (>1 mm).

Let us recall the comet appearance (Fig. 8.2). The streams of dust and
gas form a large atmosphere (coma) around the nucleus. The dust particles
are initially carried outward with a steady gas flow, but may also be ejected
from active areas. The streams of dust and gas of each form their own distinct
tails, pointed in slightly different directions. The ion tail, made of gases that
are ionized by solar radiation, is shaped by the solar wind and always points
directly away from the sun. The dust particles form a curved tail: The motion
of dust is mainly influenced by solar gravity and radiation pressure. Here the
trajectory of the dust particles is determined by β, and β is the fundamen-
tal parameter to understand the size of particles. In other word, the solar
radiation pressure is indicative of the mass of particles. The larger particles

Fig. 8.2. Photograph of C/1995 O1 Hale–Bopp obtained by Kiso 1.05 m Schmidt
telescope. In this image, the ion tail points directly away from the sun, while the
dust tail diffuses in the different direction. Note that Hale–Bopp do not possess the
dust trail due to its large eccentricity (e=0.995) (courtesy of Kiso observatory, Univ.
of Tokyo)
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(>1 mm), which are less sensitive to solar radiation pressure, can stay near
the orbit of the parent comets. They are gradually dragged toward the direc-
tion opposite to the movement direction of the comet movement because the
radiation pressure enlarges the orbital period of the dust particles. Finally,
the large particles form narrow extended tubes along the orbit of the parent
comets (dust trails). Dust trails are observed as meteor showers when they
encounter the earth’s atmosphere.

The Infrared Space Observatory (ISO) complemented the IRAS observa-
tions; it revealed that one of Jupiter family comets, 2P/Encke, released dust
particles up to 10 cm in diameter [67]. Recently, Reach et al. [69] observed
34 comets using the 24 μm camera on the Spitzer Space Telescope, and they
found dust trail structures along the orbits of 27 comets. The detection rate
is ∼80%, and this indicates that the dust trails are generic feature of short-
period comets [69]. Another possibility to detect faint dust structure-like dust
trails was opened up by wide-field Charge-Coupled Devices (CCD) [27]. Fig-
ure 8.3 shows the images of short-period comet 4P/Faye [71]. The extended
dust cloud is observable along the orbital plane of the parent body. The high-
resolution images allow us to deduce the size distribution and mass-loss rate
precisely. The estimated number density is 10−9–10−12 m−3, and the lifetime
is 10–1000 years. Recent survey of the cometary dust indicates that about
1/2–1/3 of the interplanetary dust particles could be supplied from the short-
period comets [28].

There is, however, a discrepancy in the optical properties between the
zodiacal dust and the cometary dust. The color of zodiacal light is slightly
redder than that of the sun, whereas cometary dust particles are significantly
redder than that of the sun. The color of the zodiacal light in the visual

Fig. 8.3. CCD image of Jupiter family comet 4P/Faye observed from Kiso Obser-
vatory with 2KCCD camera. Note the bright elongated elliptical structure at the
left. This is the dust tail composed of fresh dust particles released during a current
return of the comet to the inner solar system. The faint extended and more elon-
gated structure is the brightness generated by the dust trail, which is composed of
large grains emitted during previous apparitions (courtesy of Yuki Sarugaku, Univ.
of Tokyo)
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and near-infrared wavelengths is similar to those of asteroids (C-type: [46];
S-type: [53]). The albedo of the interplanetary dust particles is higher than
that of the cometary dust, and similar to the surface of the asteroids. These
evidences might suggest that asteroid is also abundant source of the inter-
planetary dust [29].

8.2.3 Asteroidal Particles

It is natural to suppose that collisions among the asteroids can produce dust
particles. Signatures of collisional fragments were found by the IRAS survey
as the asteroidal dust bands. They were subsequently found in the scattered
light of the zodiacal light (Fig. 8.4) [26]. The dust bands were initially ob-
served as two local maxima in the IRAS scans across the ecliptic plane and
two shoulders around the ecliptic latitude of ±10◦. These bands of enhanced
brightness are produced by fragments that have similar inclination, eccentric-
ity, and semi-major axis, and therefore produce a torus shape cloud (Fig. 8.5).
The brightness features of the dust bands are faint and appear at the location
where the line of sight passes the edge of the torus. The dust bands were origi-
nally interpreted as the result of collisions in the asteroid belt associated with
three prominent asteroid families (Eos, Koronis, and Themis; [4]). The discov-
ery of the dust bands is clear evidence that there is an important asteroidal
contribution to the interplanetary dust.

Fig. 8.4. (Upper) The surface brightness profile of the zodiacal light (λ−λ� =282◦).
The dotted line denotes the fit to the background component by a polynomial.
(Lower) The difference between the brightness profile and the smoothed background.
For clarity, the lower curve and error bars are scaled by a factor of 5 and shifted 150
counts. The asteroidal dust bands are seen as bumpy structures around ±10◦ and
near the ecliptic plane, which are indicated by arrows
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Fig. 8.5. The apparent cumulative effects on the spatial distribution of debris from
an asteroid family. Note that each particle has an ellipsoidal orbit (e.g., dashed line).
The family members have the inclination, eccentricity, and semi-major axis similar
to those of each other, but have random true anomalies, longitudes of perihelion,
and ascending node. These particles form the torus structure. Since the vertical
velocity becomes zero at the position farthest away from the symmetric plane (nearly
Jupiter orbital plane), the sojourn probability is highest on the edge of the torus.
Consequently, the torus shows two paired rings (upper and lower edges of the torus)
parallel to the symmetric plane

The relationship between observed asteroidal families and dust bands has
been a matter of much debate. On one side, Dermott et al. [4] proposed that
the dust bands consist of material produced by ongoing collisional grinding
of bodies within the prominent asteroid families. This scenario is referred to
as the “equilibrium model,” where the contribution of the dust band material
to the zodiacal cloud is much greater than that of the observed signals. The
signature of the dust bands was considered as only the “tip of the iceberg”
compared to the entire brightness produced by the dust bands. On the other
hand, Sykes and Greenberg [74] suggested that the dust bands were produced
by stochastic fragmentation of asteroids with ∼10 km diameter that occurred
in the main-belt region within the last several million years (“Non-equilibrium
model”). In this model, the positions of the dust bands are independent of
the prominent asteroid families. The equilibrium model had been accepted
widely by many researchers. The equilibrium model predicted that asteroidal
families were major sources of the interplanetary dust particles (75% of the
entire interplanetary dust cloud, [14]).
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A difficulty in the equilibrium scenario is that the positions of the pos-
tulated fragment clouds are different from those of the observed dust bands.
Especially, the position of ±10◦ dust band deviates considerably from the po-
tential parent, Eos family. The evidences of non-equilibrium model were found
recently. The 10 km-sized young family Karin was discovered. It formed only
5.8 million years ago [60]. Subsequently, Veritas family, whose collisional event
took place about 8.3 million years ago, was found. Indirect evidence supports
the recent fragmentation events. Farley et al. [10] examined the sediment lay-
ers in the deep-sea drill cores, and found that the isotope helium-3 (3He) in
the 8.2 million year old layer is four times more abundant than the normal
value. The authors suggest that the 3He spike is due to the interplanetary
dust enriched by the solar-wind 3He. Thus, Poynting–Robertson drag would
have caused the smallest dust particles to spiral inward immediately after
the Veritas event, bathing the earth with a dust shower, and large particles
are observed as dust bands. Nowadays, the non-equillibrium model is widely
accepted, and the currently observed dust bands near the ecliptic plane and
±10◦ are interpreted as the remnants of the Karin and Veritas events, respec-
tively. According to the non-equillibrium model, the asteroidal contribution
is 10% or less of the whole interplanetary dust cloud [62].

8.2.4 Other Sources

Kuiper belt objects (KBOs) are icy bodies beyond Neptune’s orbit. The KBOs
are also a potential source of dust particles either produced by mutual col-
lisions among KBOs, or produced as ejecta particles as a result of the bom-
bardment of KBOs with interstellar dust [9, 83]. Yamamoto and Mukai [83]
estimated that the dust production rate by KBOs is 103–104 kg s−1. These
grains should drift toward the sun by Poynting–Robertson drag. However, for
them to make a noticeable contribution to the inner solar system dust popula-
tion, they must survive against (a) collisions with interplanetary/interstellar
grains, which may be especially important for larger and more slowly-drifting
KBO grains that are exposed to bombardment for longer intervals, and (b)
gravitational perturbation by the Jovian planets that can trap grains in res-
onances and/or eject them from the solar system.

Dust detectors onboard Pioneer 10 and 11 conducted in situ measurements
of the dust in the outer solar system and these data were reconsidered again
[39]. Nevertheless, the early Pioneer measurements were severely limited in
statistic and moreover results from impact measurements did not agree with
optical observations about the same spacecraft [52]. An effort for the direct
detection of KBO dust cloud was done using the infrared all-sky survey data
by infrared telescope, and KBO dust disk is predicted to be, at most, a few
percent of the brightness of the zodiacal cloud [1, 78].

Interstellar grains are expected to be a significant source of the smallest
particles in the outer solar system. Ulysses detected interstellar dust in the
outer solar system coming from the direction of the solar motion through the
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galaxy [18]. Dynamical simulation based on the in situ measurement indicates
that interstellar dust brightness is less than 1% of the zodiacal emission at
12 μm at 1 AU from the sun [15].

The debate on the origins of the interplanetary dust particles is expected
to continue in the future.

8.3 Smooth Zodiacal Cloud Components

8.3.1 Brightness Integral

In Sect. 2 of this chapter, we mention the dust sources. Most of the dust pro-
duction is not directly observed but is apparent in the small-scale structures
seen the zodiacal light and the zodiacal emission. The smooth background
component gives the information about the dynamical evolution of the par-
ticles. In this section, we describe the large-scale structure of the zodiacal
light, and introduce observational results which are related to the planetary
perturbations.

The surface brightness of the zodiacal light Zopt(λ − λ�, β) is described
as a double integral over the size distribution function and along the line of
sight. As a first approximation, we assume the followings:

(1) The size distribution of the dust particles in the zodiacal cloud is inde-
pendent of the position.

(2) The scattering properties (e.g., albedo and the scattering function) are
independent of the position too.

(3) The zodiacal cloud has a symmetric plane which contains the center of
the sun and is axisymmetrical with respect to the solar axis perpendicular
to the symmetry plane.

(4) The dust grains are sufficiently far from the sun so that we can regard it
as point source.

Under these assumptions, the brightness of the zodiacal light Zopt(λ −
λ�, β) is given by

Zopt(λ − λ�, β) =
∫ ∞

0

∫ ∞

0

F (rh)n(rh;β′)f(s)σsca(s)φ(θ; s) ds dl, (8.6)

where rh, dl, and θ denote the heliocentric distance, line element, and scat-
tering angle, respectively, and s is the particle radius. The incident solar flux
at the heliocentric distance rh, F (rh), can be replaced by F�(r0/rh)2, where
F0 means the solar flux at r0. n(rh;β′) is the number density of the cloud
particles. The geometry and the notations are summarized in Fig. 8.6.

For simplification, the mean volume scattering phase function Φ(θ) and
the mean total scattering cross-section σ̄sca are defined by∫ ∞

0

f(s)σsca(s)φ(θ; s)ds ≡ σ̄scaΦ(θ) (8.7)
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Fig. 8.6. The viewing geometry for light scattered by a dust volume element. The
scattering angle θ is measured from the line of sight to the antisolar direction at the
volume element

with a normalization condition∫
4π

Φ(θ)dΩ = 1. (8.8)

The mean volume scattering phase function was empirically derived from the
zodiacal light observations [6, 25, 38, 41]. In Fig. 8.7, we show the mean
volume scattering phase function given by Hong [25]. It has a strong peak
in the forward direction, and isotropic component at intermediate scattering
angle, and a slight enhancement in the backward direction.

Similarly, the brightness of the zodiacal emission can be obtained by

ZIR(λ − λ�, β) =
∫ ∞

0

n(rh;β′)σ̄absB(T ) dl, (8.9)

where σ̄abs is the mean absorption cross section of the dust particles and B(T )
is the Plank function.

The number density of the particles is presumed to be of a form that the
separable into radial and vertical terms, i.e.,

n(rh;β′) = n0

(
rh

r0

)−ν

h(β′), (8.10)

where n0 is the reference dust number density in the symmetry plane at the
heliocentric distance of r0. The radial power law is motivated by the radial
distribution expected for particles under the effect of Poynting–Robertson,
which results in ν = 1 for dust in circular orbit; h(β′) describes how the dust
number density falls off above and below of the symmetry plane.



8 Observational Studies of Interplanetary Dust 243

1 

 10 

0 30 60 90 120 150 180

Φ
(θ

) 
x 

co
ns

ta
nt

 

Scattering Angle θ 

Fig. 8.7. The scattering phase function from Hong [25]. Although Hong [25] gen-
eralizes the phase function using a radial power law ν, we show the example for a
ν=1

8.3.2 Seasonal Variation

If the symmetric plane of the zodiacal cloud was corresponding to the ecliptic
plane, the latitude of peak brightness would be in the ecliptic plane, and the
brightness of the ecliptic pole would remain constant throughout the year.
The discrepancy between the ecliptic plane and the symmetric plane of the
zodiacal cloud causes the seasonal variation of the zodiacal light brightness.

Figure 8.8 shows the annual variation of the peak positions and the pole
brightness difference. To understand the variation, we show the potential po-
sition of the symmetric plane in Fig. 8.9. Between January and May, the
brightness of the north ecliptic pole (NEP) is brighter than that of the south
ecliptic pole (SEP) because the line of sight crosses the region of highest dust
density to the north, on the other hand, the brightness of the NEP is fainter
than that of the SEP in the autumn for a similar reason. As a result, it shows
the sinusoidal variation in 1-yr cycle.

The symmetry plane can be determined by investigating this variation.
Helios spacecraft monitored the zodiacal light brightness in the optical wave-
length from the heliocentric distance of 0.3–1.0 AU [42]. Many researchers
investigated the symmetry plane in the visible and the infrared wavelength
from Earth orbit (i.e., from 1 AU). We summarize their results in Table 8.1.
We add the centroid of the dust bands, which are distributed around the as-
teroidal belt. The symmetric plane may not have a flat surface but warped
structure. A warped midplane was detected in circumstellar disks (e.g., β-Pic,
[54]), and is considered to be possibly formed by the gravitational perturba-
tion of a planet.
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Fig. 8.8. Annual variation of the zodiacal emission obtained by IRAS in 12 μm
band. (Left) The observed peak brightness latitude in the leading (or morning) side
(plus) and in the trailing (or evening) side (cross). The original data are cited from
Kwon and Hong [36]

Fig. 8.9. Geometry of the earth orbit and the symmetric plane of the zodiacal cloud.
The numbers denote the positions of the earth at the beginning of each month. Here
we show the symmetric plane deduced by the COBE/DIRBE observations [34], i.e.,
i = 2.03◦ and Ω = 77.7◦

8.3.3 Resonance Dust Rings

A leading/trailing brightness asymmetry in the zodiacal emission bright-
ness around solar elongation of 90◦ was first found by IRAS [5]. DIRBE
(Diffuse Infrared Background Experiment) onboard COBE satellite revealed
the large-scale brightness enhancements around solar elongation of 90◦ and
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Fig. 8.10. The COBE/DIRBE image of excess zodiacal emission brightness ob-
tained by subtraction of smooth zodiacal emission component. In the image, the
sun is located in the center and the ecliptic plane runs across the sun horizontally.
The NEP and the SEP are the top and bottom of the image, respectively. The two
bright spots around the solar elongation of 90◦ near the ecliptic plane are trailing
enhancement (left) and leading enhancement (right) due to the dust ring. The hor-
izontal stripes near the ecliptic are asteroidal bands, and the “S”-shaped trail is
originated from the Galaxy

the brightness in the trailing side is brighter than that in the leading side
(Fig. 8.10).

Dermott et al. [5] suggested that the brightness enhancement is caused
by a cloud of asteroidal dust particles that migrate toward the sun due to
Poynting–Robertson drag when they are temporarily trapped in mean motion
resonances with the earth. These particles corotate with the earth and form a
circumsolar dust ring. The numerical simulation by Dermott et al. [5] showed
not only the ring component but also the trailing blob.

Searches were also carried out for dust rings around the other planets, and
a Mars resonance ring could not be detected by DIRBE [35]. On the other
hand, there is weak brightness enhancement near Venus orbit which might be
a resonance ring with Venus [44]. Note, that in a similar way, resonance rings
or wakes in planetary debris disks could indicate the presence of planets. Such
large-scale structures are indeed found in dust disks of exoplanetary systems:
for instance, the brightness asymmetry observed in the HR 4796 disk [77]
can be explained by the secular gravitational perturbations of a planet on an
eccentric orbit 82; also clumps observed in the ε-Eri, Vega, and Fomalhaut
disks [13, 24, 81] may be indicative of dust trapped in mean motion resonance
with a planet in these systems [66, 83]. Aside from the formation of dust
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resonance rings (formed in the same way as in the solar system dust cloud),
also other processes are likely to generate local structures in dust clouds of
exosolar planetary disks (see Wyatt, this issue).

8.4 Wavelength Dependency and Albedo

Aside from intensity, the spectrum, the broadband color, and the polarization
of the zodiacal light are measured. Since these results convey information
about the dust properties, they also yield information about the dust origin.
Figure 8.11 shows the spectrum of the zodiacal light from optical to mid-
infrared wavelength. The color of the zodiacal light in the optical spectral
regime is fundamentally similar to the solar spectrum. The brightness of the
zodiacal light decreases with increasing the wavelength due to the decreasing
of the incident solar flux. At the wavelength longer than ∼3 μm, the thermal
emission from the particles arises. The zodiacal emission is mainly detectable
from the space. The spectrum of the zodiacal emission measured near 1 AU
around the solar elongation of 90◦ follows the shape of a blackbody emission
curve for particles whose temperature is ∼250–300 K.

Multiband observations revealed that the optical color of the zodiacal light
is slightly redder than that of the sun. Even so, the spectral gradient of 4∼5
%/(1000 Å) [43] is less reddish than the average of comet nuclei (8%/(1000
Å)), and KBOs (23%/(1000 Å)). Matsumoto et al. [53] pointed out the sim-
ilarity of the spectrum of the zodiacal light at 0.5–2.5 μm to those of S-type
asteroids, which is the second largest spectral group among the main-belt
asteroids. It should be noted, however, that the reflectance spectrum of the
S-type asteroids is highly controlled by the degree of the space weathering.

Fig. 8.11. The spectrum of the zodiacal cloud on the ecliptic plane obtained by
IRTS (cross, [65]) and ground-based observation (rectangle, [45])
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Space weathering is caused by the cosmic rays irradiation and bombardments
of the micrometeorites [3].

When optical observations are combined with additional information
about the cross-sectional area of dust (either by comparison with thermal
observations, or by combination with dust in situ measurements that provide
the size distribution), it is possible to derive the dust albedo. The geometric
albedo Ap is widely applied in the planetary science, and is defined as the ra-
tio of the energy scattered at an angle of 180◦ to that scattered according to
Lambert’s law by a white disk of the same geometric cross section. In practice,
the definition of the geometric albedo cannot be applied to comets, because
a comet is observed at a single scattering angle at a given epoch. Hanner
et al. [19] generalized the geometric albedo; an albedo Ap(θ), defined as the
geometric albedo times the normalized phase function at a scattering angle θ.
The albedo of the interplanetary dust is Ap(90◦) ∼ 0.1 [7, 19]. The albedo of
the cometary dust is smaller than that of the interplanetary dust; 0.025–0.10
in comae [20], 0.02 in the trail [72], while the albedo of asteroidal particles
are generally 0.03–0.5 [75]. Therefore, it is likely that the interplanetary dust
particles from bright asteroids might be detected preferentially in the optical
and near-infrared wavelength due to their higher albedo. In addition, Dumont
and Levasseur-Regourd [7] found that the albedo decreases as a function of
the distance from the sun, that is to say, they found that grains are darker
at greater distances from the sun. Renard et al. [70] found that the albedo of
the interplanetary dust increases as the ecliptic latitude increases. These vari-
ations may suggest that the zodiacal dust cloud is composed of dust particles
of several origins.

Even the average local polarization of interplanetary dust and the variation
with scattering angle has been derived from zodiacal light observations (e.g.,
[25]). The function of degree of linear polarization has a negative branch
around scattering angle θ = 160◦–180◦. The negative polarization was derived
from observations in the Gegenschein [40]. The degree of linear polarization
increases with decreasing scattering angle, and has a maximum value around
θ = 90◦. Similar trends are observed for both cometary dust and asteroidal
surfaces, but the maximum values of the interplanetary dust is more similar
to those of cometary dust.

High-dispersion spectroscopy in the optical wavelength provides unique
information about the orbits of the dust particles. As we mentioned above,
the brightness of zodiacal light and zodiacal emission results from the spatial
distribution, the scattering phase function, and the temperature. The orbital
distribution such as the distribution of the inclinations of orbits in the dust
cloud are inferred from the brightness data. The sunlight that is scattered
by the dust particles experiences a Doppler shift, and the measurements by
optical spectroscopy can help us to understand the dust dynamics through
analysis of the Doppler shift. The Fraunhofer lines of the solar spectrum are
shifted as a result of the relative velocity between the sun and the dust par-
ticles and the relative velocity between the dust particles and the observer.
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Consequently, the line shape is broadened as a result of the integration along
the line of sight [58]. The idea of using the Doppler shift as a tool to study
dust dynamics is of old standing, and the world famous guitarist, Brian May,
attempted to measure the Doppler shift in early 1970s before laying aside his
astronomical interests in favor of Rock music [22]. Recent measurements re-
veal that there are dust populations with higher eccentricities, suggesting the
existence of particles of cometary origin [31]. Although the number of Doppler
observations is limited, we expect the method becomes in future a powerful
tool to study dynamics and therewith the origins of the interplanetary dust.

During the past decade, infrared spectroscopy became an important to
study dust properties. In the 9–11 μm, some comet’s spectra show an excess on
the continuum thermal emission [21]. These features originate from presence
of small silicate particles. These so-called infrared silicate feature have also
been found in the spectra of debris disks, for instance, β-Pic and HD 14257
[48, 76]. The shape of the feature can reveal not only the composition of the
silicate but also the size distribution because the appearance and the strength
of the feature depends on the size of the particles and is especially present in
the radiation from small particles (radii smaller than a couple of 1 μm). Reach
et al. [68] reported that there is a weak excess in the zodiacal emission with
an amplitude of 6%. They compared the excess with that of β-Pic, and found
that the shape of the silicate feature in the zodiacal emission is different from
that of β-Pic, indicating a different mineralogy. The excess in the infrared
zodiacal emission was confirmed by IRTS (Infrared Telescope in Space, [64]).

8.5 Ongoing and Future Projects

8.5.1 Zodiacal Light Brightness Monitoring from the Ground
and the Space

Many active observations of the zodiacal light were performed in the 1960s
and 1970s using photo-multipliers attached to telescopes at high-altitude site.
These efforts have provided us with an overview of the zodiacal light at the
visible wavelength, but they have also revealed limits of the optical observa-
tions with the former systems, i.e., low spatial and time resolution, compared
with the spaceborne observations such as with IRAS. About 20 years later,
the high sensitivity and the imaging capability of CCD combined with wide-
field lens optics has enabled us to obtain “snapshots” of diffuse faint objects
with a portable system [32].

WIZARD (Wide-field Imager of Zodiacal light with ARray Detector) is
a wide-field camera with liquid-N2 cooled CCD. It covers a field-of-view of
46◦ × 92◦ with good spatial resolution of 1.435´/pixel. One of the problems
of the CCD observation of the zodiacal light lies in determinating the back-
ground zero level. WIZARD is designed to determine the zero signal level by
sampling the insensitive pixels. Monitoring observations of the zodiacal light
by WIZARD is currently in progress at the top of Mauna Kea (Fig. 8.12).
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Fig. 8.12. Snapshot of the Gegenschien taken by WIZARD on October 14, 2004.
The overall brightness distribution of the Gegenschein is shifted to the south around
the season, which can be explained by the zodiacal cloud model that the symmetric
plane deviates toward the south in the season

SMEI (Solar Mass Ejection Imager) is an optical CCD cameras designed
to detect the transient Coronal Mass Ejections (CMEs). It is carried on the
Coriolis satellite which was launched on January 2003. It can cover the entire
sky in the course of an orbit (102 min). SEMI is composed of the three CCD
cameras, and each individual camera has 3◦ × 60◦ field-of-view and ∼1◦ res-
olution. SMEI provides the chance to monitor the zodiacal light brightness
as well as the interplanetary phenomena associated with the CMEs. Study-
ing the phenomena caused by CMEs is the original purpose of the mission.
Nevertheless, the zodiacal light is a significant contributor to these sky maps
and must be removed in the data analysis in order to detect the much fainter
CMEs. The data reduction of the zodiacal light is ongoing [79].
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It is expected that the global structure of the zodiacal light will be well
determined based on the high time-resolution measurements with SMEI. The
fine scale structures in the zodiacal light will be found in the high-statial-
resolution observations with WIZARD.

8.5.2 Infrared Space Telescope Mission: AKARI and Spitzer

From the earth-bound orbits, the brightest natural light sources in the infrared
wavelength are the earth and the sun. Therefore, infrared telescopes were
designed to point radially outwards from the earth and nearly perpendicular
to the sun. Accordingly, the zodiacal emission was/is observed only around
the solar elongation around 90◦. IRAS is the first infrared whole sky survey
mission launched in 1983, and COBE/DIRBE is the second one launched in
1989. The achievements of IRAS were described above, and COBE/DIRBE
examined the smooth components of the interplanetary dust cloud. AKARI,
which was originally called ASTRO-F, is a Japanese infrared space mission
to carry out an all-sky survey launched in February 2006 [59]. AKARI is the
third mission to cover the whole sky in the mid- and far-infrared wavelength,
and provides the unique chance to probe the origins of zodiacal cloud complex
with its huge coverage of the sky and much better spatial resolution (10”×
10”, in whole sky survey mode) than those of the previous missions (2’ × 30’,
IRAS; 42’ × 42’, COBE/DIRBE). The regular operation has been started in
May 2006 with both mid- and far-infrared detectors. The wavelength covers
6.5–11.6 μm and 13.9–25.3 μm (IRC), 60–110 μm and 110–180 μm (FIS).

Spitzer Space Telescope (formely SIRTF) is a space infrared telescope
which has the specification similar to AKARI, but designed for the purpose
of pointing observations rather than all-sky survey. It was launched into an
earth-trailing heliocentric orbit in August 2003. Although Spitzer is not de-
signed to cover the entire sky, the unique orbit enables to cover a wide range
of solar elongation. The expected mission lifetime is 2.5–5 years.

8.5.3 Planet-C IR2 Observations During the Cruising Phase

So far, we mainly introduced the zodiacal cloud observations around a helio-
centric distance of 1 AU, but also interplanetary missions will allow for ex-
periments to probe the zodiacal light. The Planet-C/Venus Climate Orbiter
(VCO) mission is scheduled to be launched in 2010, and will provide us with
unique opportunity to reveal the details of the atmospheric motion on Venus,
and to approach the dynamics of Venusian climate [61]. Planet-C employs
four cameras to take snap shots of Venus in different wavelengths in order
to observe Venusian atmosphere at various altitudes. One of the near-infrared
camera, IR2 with wavelength coverage 1.5–2.5 μm, is primarily designed to ob-
serve the Venusian lower atmosphere. This camera was designed with several
additional features of the optics as well as in the sensor devices to realize ob-
servations of the zodiacal light. The large baffle, which is originally designed to



252 M. Ishiguro and M. Ueno

make a tricky observation while the viewing angle between Venus and the sun
is relatively small, also advantegous for zodiacal light observations: the baffle
allows us to cover a wide range of solar elongation angles from 180◦ to 26◦. It
will allow to take the first image of the Gegenschein at infrared wavelength.
The advantages or uniqueness of the IR2 camera for the zodiacal light obser-
vations are the following. The wide field of view with fine spatial resolution
(42′′/pixel) has a high capability to subtract star light components that con-
tribute not a small portion of sky brightness in these wavelengths. The wide
coverage in solar elongation angle allows to observe the very inner part of the
zodiacal emission. Determining the amount of the zodiacal light in the near-
infrared wavelength will contribute not only to the planetary sciences but also
to the cosmological studies: because the near-infrared excess of the extragalac-
tic background light is an important issue of cosmological research. The cruis-
ing trajectory itself is also unique since Planet-C/VCO will track around the
interplanetary dust cloud clump near the earth orbit at the beginning of the
mission and will change the heliocentric distance from 1.1 AU toward 0.7 AU.
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Abstract Six hot topics in modern planetary astronomy are described: (1) light-
curves and densities of small bodies, (2) colors of Kuiper belt objects and the dis-
tribution of the ultrared matter, (3) spectroscopy and the crystallinity of ice in the
outer Solar system, (4) irregular satellites of the giant planets, (5) the Main Belt
Comets, and (6) comets and meteor stream parents.

9.1 Introduction

The direction given to the authors of this book is to show some of the exciting
recent developments in the study of the Solar system. Of course, “exciting”
is a subjective term, and one which gives this author a lot of latitude. The
most exciting science subjects for me are the ones I am working on, so I have
written this chapter as a series of vignettes describing six topics from my
own on-going research and from the research of my students and colleagues
[principally Henry Hsieh (main-belt comets), Bin Yang (spectra), Jane Luu
(colors and spectra), Scott Sheppard (irregular satellites and lightcurves),
Pedro Lacerda (lightcurves), Nuno Peixinho (colors) and Toshi Kasuga (me-
teors)]. What follows is not so much a review as a window onto these six,
particularly active parts of modern planetary astronomy. The reader who
wants the raw science or access to the full literature on a given subject has
only to go to the journals or to astro-ph: the internet makes it easy. My
objective here is to focus attention mainly on newer, perhaps less-known
work, the big-picture significance of which has yet to become clear. Rele-
vant questions are listed explicitly where they crop up in each section of the
text.

Research in modern planetary astronomy is concentrated on the small bod-
ies of the Solar system rather than on, as in the past, the major planets. This
is because the small bodies are relatively unstudied and much of what we find
out about them is new and surprising. In fact, many of the different popu-
lations of small bodies have only recently been discovered (the Kuiper belt
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and the main-belt comets are good examples) and few have much prospect
of being investigated, close-up, by spacecraft in the foreseeable future. Ob-
servations with telescopes are the main practical way to learn about these
objects.

Fig. 9.1. Schematic showing the connections between some of the Solar system’s
small body populations. Acronyms are MBC: Main-belt comet, JFC: Jupiter family
comet, HFC: Halley family comet, LPC: long-period comet. Arrows mark interre-
lations. For example, the Kuiper belt feeds the Centaurs which become relabeled
as JFCs when dynamically interacting with Jupiter. Most Centaurs die by being
ejected from the Solar system or by striking a planet or the Sun. The JFCs die
by one or more of four labeled processes. Arrows marked “?” show connections
that remain uncertain. Loss processes for the MBCs are not yet known. Figure
from [31]

The first necessary step in this chapter is to lay out the small bodies of
the Solar system in a clear way, so that we know what we are talking about.
This is done in Fig. 9.1. There, the main source regions (asteroid belt, Kuiper
belt, and Oort cloud) are shown at the top of the diagram. Objects now in the
50,000 AU scale Oort cloud were formed in the Jupiter–Neptune zone and then
scattered outwards by strong planetary perturbations. Their perihelia were
lifted by torques from passing stars and from the galactic tide. Bodies deflected
back into the planetary region from the Oort cloud are labeled long-period
comets (LPCs), distinguished by large, weakly bound, and isotropically dis-
tributed orbits. Halley family comets (HFCs) have smaller orbits that are more
often prograde than retrograde. Their source has not been established but is
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likely to lie in the inner regions of Oort’s cloud. (The long-period and Halley
family comets are sometimes lumped together and given the mangled-English
label “nearly isotropic comets,” by which it is meant that the lines of apsides
of the orbits of these bodies are nearly isotropically distributed.) Jupiter fam-
ily comets (JFCs) have small semimajor axes, inclinations and eccentricities
and dynamics controlled by strong interactions with Jupiter. Their source is
thought to be somewhere in the Kuiper belt, but it is not clear which regions of
the Kuiper belt actually supply the comets. Before they are trapped by Jupiter
and while they are strongly scattered by the giant planets, escaped Kuiper
belt objects are labeled Centaurs. (The Centaurs and JFCs typically possess
modest orbital inclinations and are sometimes referred to as members of the
“ecliptic comet” group for this reason.) The most recently discovered comets
are the ice-rich asteroids (or main-belt comets, MBCs) probably formed in-
place at ∼3 AU. They do not seem to interact with the other populations and
therefore constitute the third-known cometary reservoir, after the Oort cloud
and the Kuiper belt. Trojan “asteroids” are likely ice-rich bodies stabilized in
the 1:1 mean motion resonances of the planets (Trojans of both Jupiter and
Neptune [80] have been found). The locations of their origin are unknown.
Comets “die” most commonly by being ejected from the Solar system. Those
not ejected disintegrate, devolatilize, or impact the planets or the Sun.

Research is ongoing into every box in Fig. 9.1 and into the arrows that
symbolize the relationships between the objects in the boxes. Indeed, the key
advance of the past one and a half decades is that we now clearly see both
the boxes and the relationships that exist between them. In this sense, the six
hot topics of this chapter are really one: we aim to trace the different kinds
of small body populations back to their sources and so to better understand
the origin of the entire Solar system.

A second schematic (Fig. 9.2) attempts to clarify some of the small-body
nomenclature. It shows a two-parameter classification, reflecting the fact that
both dynamical properties and physical properties are regularly used to label
objects in the Solar system. The horizontal axis in Fig. 9.2 is the Tisserand
parameter measured with respect to Jupiter. This is defined by

TJ =
aJ

a
+ 2

((
1 − e2

) a

aJ

)1/2

cos(i) (9.1)

where a, e, and i are the semimajor axis, eccentricity, and inclination of the
orbit, respectively, while aJ = 5.2 AU is the semimajor axis of the orbit of
Jupiter. The Tisserand parameter provides a measure of the relative velocity
of approach to Jupiter: Jupiter itself has TJ = 3, most comets have TJ < 3,
while main-belt asteroids generally have TJ > 3.

The position of an object either above or below the x-axis in Fig. 9.2
shows whether the object has a measurable coma (gravitationally unbound
atmosphere) or not. The presence of a coma is related, in an unclear way,
to the presence of near-surface volatiles. Objects showing comae are, by the
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Fig. 9.2. Two parameter classification of some of the small-body populations dis-
cussed here. In the horizontal direction, objects are classified by their Tisserand
parameter measured with respect to Jupiter (dynamical comets have TJ < 3, dy-
namical asteroids TJ > 3). In the vertical direction, objects are classified by whether
or not they show evidence for mass loss, presumed to be driven by the sublimation
of near-surface volatiles. Objects above the line are observationally comets because
they show comae and/or tails, while objects below the line are observationally in-
active and so classified as asteroids. Ideally, objects should be placed vertically in
this diagram based on measurements of their mass loss rates. Given our limited
knowledge, however, it is more practical at present to use a “one bit” classification
in which objects are either measurably active or not

physical definition of the word, “comets.” The JFCs are those comets with
2 < TJ ≤ 3. Non-outgassing objects with 2 < TJ ≤ 3 are called Transition
Objects (TOs), or sometimes “dead comets” or “dormant comets.” Comets
with TJ ≤ 2 fall into the LPC and HFC comet types. Non-outgassing objects
with TJ ≤ 2 are called “Damocloids:” their orbital elements suggest that most
are the dead or dormant nuclei of HFCs [29]. The MBCs are like asteroids in
having TJ > 3 but differ in showing comae.

9.2 Lightcurves and Densities

Lightcurves offer valuable opportunities to assess the shapes and rotational
states of bodies that are, generally, too small in angular extent to be resolved,
even with the best existing adaptive optics systems (which currently offer
resolution ∼0.05 arcsec). It is also possible, at least for some objects, to use
lightcurves to estimate the bulk density of a body.
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9.2.1 Lightcurves

The first thing to acknowledge is that there are no unique interpretations
of lightcurves. Rotational variability in the scattered light is influenced by
the shape of the body, the surface distribution of materials having different
albedos, the surface scattering function, the viewing geometry, etc. This non-
uniqueness is unarguable, as it was when first noted as long ago as 1906 [74].
One hundred years later, the uniqueness problem is still dredged up by critics
in response to new work. But, while no mathematically rigorous proof exists
that a given lightcurve can be interpreted in any particular way, there is a
large and growing body of exciting and illuminating work based on rotational
lightcurves of small bodies. This is possible because, wherever supplementary
information is available, we find that the lightcurves of small Solar system bod-
ies, almost without exception, are dominated by rotational modulation of the
projected cross section rather than by spatial variations in the albedo. That
is to say, most of the available evidence shows that albedo non-uniformity is
small (the exceptions tend to be pathological, like Saturn’s two-faced, syn-
chronous satellite Iapetus, and not of general relevance to objects in helio-
centric orbits). Rotational modulation of the projected cross section (body
shape) determines most lightcurves.

What controls the body shape? Sufficiently, strong bodies can maintain
any shape against their own gravity, but evidence from the study of main-belt
and near-Earth asteroids shows that large bodies are not strong. Their inte-
riors have been fractured and weakened by past impacts (in the case of the
weakly agglomerated comets, the interior strengths may have been small to
start with). In the limiting case of zero strength, the shape of a body must re-
lax to an equilibrium configuration that is a function of the body density and
angular momentum. These equilibrium shapes follow a well-defined progres-
sion from spheres (no rotation) to oblate spheroids (bodies flattened along the
polar direction, known as Maclaurin spheroids) to tri-axial figures (the Jacobi
ellipsoids that grow longer up to a critical angular momentum content above
which no single-body equilibrium shape exists). Single, strengthless bodies
with specific angular momenta higher than a critical value (that depends only
on the density) are unstable to rotational fission. Chandrasekhar [8] famously
calculated these shapes.

Under the assumption of zero strength, the shape and rotation of a body
can thus be used to estimate the density. The validity of the assumption is, of
course, questionable and good reasons to doubt the zero-strength assumption
exist. After all, small Solar system bodies are rocks, not liquids, and so they
cannot literally be strengthless, especially in compression. Even if they lack
overall tensile or cohesive strength, pressure-induced shear strength between
components gravitationally bound in an aggregate should inhibit complete
relaxation to the equilibrium state, much as grains of sand in a pile do not flow
under gravity like a liquid because of frictional forces between the grains [22].
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Fig. 9.3. Lightcurves of (624) Hektor at four aspect angles (the angle between the
line-of-sight and the spin direction) compared with an equilibrium binary model.
In each panel, the x-axis displays rotational phase (computed for period = 6.9 hr)
and the y-axis shows the relative magnitude. The fits provide a remarkably good
representation of the data, lending credibility to the model. Figure from [47]

Despite these legitimate reservations, the evidence suggests that equilib-
rium models can indeed work very well when the bodies and their lightcurve
ranges (a measure of the equatorial variation of the radius) are large. As
an example, I show in Fig. 9.3 the rotational lightcurves of Trojan asteroid
(624) Hektor at four different epochs. The lightcurve range and shape change
dramatically as the aspect angle (θ, the angle between the line-of-sight and
the pole) changes, but all the variations are well modeled by an equilibrium
Roche binary configuration [8], from which the density ρ = 2480+80

−300 kg m−3

is deduced [47]. A check of this density is provided by the motion of Hek-
tor’s newly found 15 km satellite [57] and the assumption of Kepler’s law.
The result, ρ ∼ 2200 kg m−3 (Frank Marchis, private communication, August
2006), confirms the value found from the lightcurve model. This fact, plus
the remarkable quality of the fits in Fig. 9.3, suggests that the shape of Hek-
tor cannot be far from an equilibrium (strengthless) binary. I speculate that
impact jostling might explain why internal friction is unimportant: impacts
energetic enough to cause bouncing or lifting of the components in an aggre-
gate would allow the body to approach a near-equilibrium configuration by
temporarily removing pressure-induced shear strength, just as strong vibra-
tions cause a sand pile, initially at the angle of repose, to flow downhill against
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the inhibiting effects of inter-grain forces. Whatever the cause, the lightcurves
in Fig. 9.3 show that Hektor is well described as a strengthless equilibrium
figure.

Fig. 9.4. Lightcurve of KBO 2001 QG298 compared with models. The top two
panels show the best-fitting Jacobi ellipsoid models for aspect angles θ = 90◦ and
θ = 75◦, respectively. The bottom two panels show best fit Roche binary models
for the same aspect angles. The Roche binary model for θ = 90◦ (lower left panel)
provides the best fit to the data, including the asymmetric lightcurve minima. No
comparably good Jacobi (single-body) models were found. Data from [79], figure
from [47]

Within the context of strengthless equilibrium models, we note that Jacobi
ellipsoids generate lightcurves having a maximum range of ∼0.9 magnitudes
[49, 91]. At more extreme rotations, the equilibrium configuration is a double
object (a contact or near-contact binary). Therefore, objects with photometric
ranges >0.9 mag, like Hektor itself (Fig. 9.3), attract special attention as
candidate contact binaries. Several examples exist in the literature, including
some in the main-belt asteroid [49], the Kuiper belt [79], and there are others
amongst the Trojans of Jupiter [47, 56].

Figure 9.4 shows the mid-sized (effective diameter ∼ 240 km) Kuiper belt
object 2001 QG298 [47, 79, 82]. Overplotted models confirm that the Ja-
cobi ellipsoid models cannot fit, in particular, the deeply notched lightcurve
minima. The latter are better-fitted by Roche binary models where they are
interpreted as mutual eclipse phenomena in a close binary (see Fig. 9.5).
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Fig. 9.5. Visualization of 2001 QG298 as a function of rotational phase based on
the best-fit Roche binary model from the lower-left panel in Fig. 9.4. The binary
components are elongated by mutual gravitational attraction. Figure from [47]

The density of 2001 QG298 given by a Roche binary fit to the lightcurve is
ρ = 590+140

−50 kg m−3 [47]. There is no proof that 2001 QG298 is a Roche bi-
nary, but the ease with which the Roche binary model fits the lightcurve data
suggests that this interpretation is plausible.

Aside from the derived densities (discussed in more detail in Sect. 2.2),
the contact binaries may eventually help us to discriminate between various
suggestions for the formation of binaries. This is especially so in the Kuiper
belt, where the fraction of binary objects is high [81] and several formation
mechanisms have been proposed. Very briefly, these mechanisms include (1)
binary formation in a debris ring created by a giant impact (as is thought
to account for the formation of Earth’s Moon and some large KBO satellites
[7]) (2) permanent binding of a transient binary owing to the loss of energy
by dynamical friction [17] and (3) permanent binding via three-body reac-
tions including exchange reactions [16]. All the proposed mechanisms require
Kuiper belt number densities much higher than are now found, suggesting
that binaries are products of a past epoch in which the Kuiper belt mass
might have been substantially (by two to three orders of magnitude) higher
than now.

It is too early to reach any strong conclusion about the origin of the bi-
nary Kuiper belt objects. For example, three-body interactions are weak and
so produce mainly wide binaries, of which we know many examples [81]. Per-
sistent drag from dynamical friction would cause steady inward spiraling of
binaries, perhaps ending with the production of contact or very close binary
systems (c.f. [47] and Fig. 9.4). It seems likely that future determinations of
the properties and statistics of the binaries, especially measurements of the
contact to wide-binary ratio, will tell us a lot about the relative contributions
to the binary population of different formation mechanisms.
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9.2.2 Densities

Figure 9.6 (see also [31]) shows the densities of objects in various small body
populations as a function of the effective diameters. Density data were ob-
tained using a wide range of techniques, including gravitational perturba-
tions on passing spacecraft (for the planetary satellites), mutual event data
(for Pluto and Charon), the lightcurve models discussed above (for the other
Kuiper belt objects), and a mixture of (mostly) indirect techniques (for the
cometary nuclei).

While the range of densities at a given diameter is considerable, the ten-
dency towards higher densities at larger sizes is self-evident in Fig. 9.6. There
are no small bodies (diameters D <100 km) with high densities and no large
bodies (D > 1000 km) with densities much less than about 1000 kg m−3. The
trend towards higher densities at larger sizes does not seem to be an artifact
of mixing different samples having distinct sizes and densities. For instance,
the planetary satellites (hollow crosses in Fig. 9.6) and the KBOs (large black

2500

Fig. 9.6. Density as a function of diameter for mostly icy bodies in the outer Solar
system. Abbreviations SL9:D/Shoemaker-Levy 9, C-G:P/Churyumov-Gerasimenko,
SW2:P/Schwassmann-Wachmann 2, Bo:P/Borrelly, T1:P/Tempel 1, QG298:2001
QG298, TC36:1999 TC36, EL61:2003 EL61, Enc:Enceladus, Ti:Titan, Eu:Europa.
Labeled curves are isothermal self-compression models for (A) pure water ice and
(B) a 40% rock and ice mixture from [54], for comparison purposes only (see text).
Figure modified from [31]
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circles) both show the trend toward densification as diameter increases in the
range 100–3000 km.

The effects of self-compression on solid ice and rock-ice bodies are negli-
gible for diameters D <1000 km, and modest even at the sizes of the largest
objects plotted in Fig. 9.6. This is shown by the self-compressed models plotted
as dashed lines in the Figure (see [54]). Some of the observed density versus
diameter variation must be compositional in origin. For example, the large
dense objects Io and Europa are largely rock-dominated, while their similar
sized but less dense satellite companions Ganymede and Callisto have retained
larger ice fractions. On the other hand, compositional variations alone can-
not account for objects with ρ < 930 kg m−3 (the density of uncompressed,
pure ice [54]). Therefore, any object with a density less than 930 kg m−3

must be porous. Clear examples of such low density, necessarily porous ob-
jects are seen in Fig. 9.6 up to diameters of ∼500 km. From Fig. 9.6 we see
that the nuclei of most comets must be porous and Saturn’s small satellites
Pandora and Prometheus are so underdense that they also must be porous (a
probable consequence of repeated collisional disruption and reassembly [72]).
Another porous body is Jupiter’s satellite Amalthea (ρ = 860 ± 100 kg m−3,
[1]), which was previously asserted to be one of the most refractory bodies
in the Jupiter system but is now identified, amazingly, as a water-rich body
[83] more akin to a comet. The Jovian Trojan (617) Patroclus (ρ ∼ 800 kg
m−3, [58]), Kuiper belt contact binary 2001 QG298 (see above), and Saturn’s
tumbling moon Hyperion (see Fig. 9.7, ρ ∼ 540 kg m−3, [87]), all have low
densities that require some fraction of internal void space even if they are
composed of pure water ice. Of course, it is hard to see how a pure water ice
object could form. Compositionally, more realistic bodies with rock/ice ratios
∼1 would have ρ ∼1400 kg m−3 or more. Objects measured to have densities
less than this value require some internal porosity. For example, KBO (20000)
Varuna, with ρ ∼ 1000 kg m−3, must surely include both ice and rock and,
depending on the exact rock/ice ratio and the nature of the rock component,
requires a porosity ∼20% in order to explain the low density [35, 47].

The low densities could indicate microporosity (small internal voids with
a scale comparable to the grain size) or macroporosity (internal void spaces
with a larger scale) or some combination of the two. Macroporosity might
be generated by past collisional disruption followed by chaotic reassembly
of the fragments. This is a plausible explanation of the low densities (ρ ∼
400 kg m−3) of Saturn’s strongly interacting co-orbital satellites Pandora and
Prometheus, each about 100 km in diameter (see Fig. 9.6). The kilometer-
scale nuclei of comets could also possess internal cavity space, since their
gravitational self-compression is negligible. However, I think it is unlikely that
macroporosity is relevant in the deep interiors of very large, low density bodies
(like Varuna [35]) where hydrostatic forces are appreciable (especially if these
bodies have very low strength, as surmised from lightcurve data, above!). The
central hydrostatic pressure in a spherical object having diameter, D, and
density, ρ, is Pc ∼ π/6 Gρ2D2 (N m−2). For example, with D = 1000 km and
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Fig. 9.7. Saturn’s satellite Hyperion. This aspherical body has a mean effective
diameter of 270 ± 8 km, a bulk density estimated from perturbations on a passing
spacecraft as ρ = 540 ± 50 kg m−3 and a porosity ∼40% [87]. Image courtesy
Cassini Imaging Team and NASA/JPL/SSI

ρ = 1500 kg m−3 the central pressure is Pc ∼ 7×107 N m−2. This is equivalent
to the hydrostatic pressure 2.5 km below the Earth’s surface, deeper than any
known caves.

Microporosity is a more likely candidate to explain the low measured bulk
densities in Varuna-scale bodies and, if due to a loosely aggregated granu-
lar structure, would be more consistent with the low effective strengths of
large bodies inferred from lightcurves. Microporosity could be produced in
the early Solar system as large bodies are assembled from smaller pieces, rest-
ing together much like grains of sand on the beach. (Incidentally, although
it is not directly relevant to the case at hand, it is interesting to note that
terrestrial beach sand is about 40% porous at the surface and compresses to
∼25% porosity at pressures of 0.5 × 108 N m−2, close to the core hydrostatic
pressure on Varuna.) Laboratory experiments with compositionally relevant
granular rock-ice mixtures show the evolution of microporosity in the 0.8 to
8×108 N m−2 pressure range [50], suggesting its potential importance for ob-
jects in Fig. 9.6. However, the temperature and its evolution through the life
of the body will play an important role in determining the strengths of ice
grains in outer Solar system bodies. Therefore, it is necessary to compute cou-
pled thermal–structural models to examine the long-term survival of porosity
and this has barely been addressed [50]. Already, though, the data tell us that
porosity must be significant in the outer regions of the 1000 km scale KBOs;
at smaller sizes Fig. 9.6 shows that porosity can play a dominant role.
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Question: To what degree do porosity variations and intrinsic composi-
tional differences contribute to the different densities of objects of a given size
in Fig. 9.6?

Question: To what extent are the porosities influenced by size-dependent
thermal and ancient collisional processes?

9.3 Color Distributions

9.3.1 Distribution of Colors

One of the first results to be established from systematic physical measure-
ments of the Kuiper belt objects was that the optical colors are very diverse,
ranging from approximately “neutral” (V −R ∼ 0.35) to “very red” (V −R ∼
0.75) [55]. (V and R are the apparent magnitudes in filters centered near 5500
and 6500 Å, respectively). This finding was soon extended to the near-infrared,
leading to the realization that the reflection characteristics of the KBOs are
determined over the wavelength range 0.45 ≤ λ(μm) ≤ 1.2 by a single color-
ing agent [34, 59]. This is different from the case of the main-belt asteroids
where, for example, distinct solid-state absorptions cause the spectral slope
to vary dramatically with wavelength across this range. There is widespread
suspicion (but no compelling proof) that irradiated organics are responsible
for the colors of at least some KBOs: such materials display the low (few %)
albedos seen on many KBOs and can be very red (e.g., see [64]). The broad
color dispersion has been confirmed by numerous independent measurements
over the past decade. This can be seen in Fig. 9.8, which is a compilation of
published and on-line color measurements provided by Nuno Peixinho.

Explanations for the color dispersion remain controversial. In the resurfac-
ing model [55], the color of an object is set by competition between irradiation
and impact-produced resurfacing. Resurfacing excavates fresh material from
beneath the surface layer susceptible to cosmic ray damage, thereby changing
the surface color and (presumably) albedo. Observational evidence against
the resurfacing hypothesis is the lack of rotational variability of the surface
colors: hemispheric color asymmetries caused by partial resurfacing should be
more common than the data suggest [34]. Could intrinsic differences in the
compositions of the KBOs cause the color dispersion? Color differences in the
main-belt asteroids are explained in this way but, in the Kuiper belt, com-
positional differences are less easy to understand. Colors and compositions of
main-belt asteroids are clearly related to the orbital parameters (especially
semimajor axis) but similar correlations are not observed in the KBOs. Fur-
thermore, temperature differences between the inside of the Classical belt at
∼35 AU and the outside at ∼50 AU are only ∼10 K, seemingly too small to
have a major effect on the composition.

Evidence for color-orbit correlations in the Kuiper belt is very limited.
An early claim [84] that the optical colors of KBOs are distributed bimodally
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(i.e., that KBOs are either neutral or very red, but rarely in between) seems
not to have survived independent scrutiny (Fig. 9.8). Evidence that the colors
of Centaurs are bimodally distributed is more convincing ([68]; Fig. 9.8) but
is unexplained. The B–R colors are related to perihelion distance [85] or to
the orbital inclination [90], but only for the Classical KBOs, a relation which
is also unexplained.

Question: What causes the color diversity on KBOs?
Question: Why are the Centaur colors bimodal? In particular, if the Cen-

taurs are escapees from the Kuiper belt, why do they not show the same colors
and (unimodal) color distribution as the KBOs?

Question: Do the colors tell us something fundamental about the bulk
compositions of these bodies, or do they merely reflect superficial processes
acting on the optically accessible surface skin?

9.3.2 Ultrared Matter

The nearly linear reflectivity spectra of many outer Solar system bodies are
usefully characterized by their gradients, expressed as S′ [%/1000 Å] [33].
Spectra with S′ > 25%/1000 Å are defined as “ultrared” [28]. Empirically,
ultrared matter is found on the surfaces of Kuiper belt objects and Centaurs

Fig. 9.8. B–V versus V–R color–color diagram showing the KBOs (empty circles)
and Centaurs (filled circles). Only objects with 1σ photometric uncertainties < 0.1
mag. are plotted. The Sun is marked by a gray circle. Figure courtesy of Nuno
Peixinho
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but is rare or absent on the surfaces of small-bodies in other populations, in-
cluding the Trojans [12], the cometary nuclei [28], dead JFCs [28], Damocloids
[29], and (perhaps) the irregular satellites ([19]: however, too few of the lat-
ter have been adequately observed to be sure). This lower incidence suggests
that the ultrared matter maybe thermodynamically (or otherwise) unstable
in bodies which approach the Sun more closely than the Centaurs (which, by
definition, have perihelia outside Jupiter’s orbit).

9.4 Spectroscopy of Primitive Matter

The wavelengths of vibrational and overtone spectral features of common
molecular bonds fall into the near-infrared portion of the electromagnetic
spectrum. Accordingly, it is expected that near-infrared data should place
the most stringent constraints on the surface compositions of primitive Solar
system bodies, both in the inner and outer regions. The faintness of many of
the most interesting objects demands the use of large telescopes, all of which
are ground-based telescopes. Nevertheless, the utility of near-infrared spectra
is limited by the faintness of the targets and by the difficulty of removing
telluric signatures from the spectrum (the Earth’s atmosphere contains many
of the same molecular bonds as those sought in the small bodies).

Most objects studied in the near-infrared show spectra which are utterly
featureless.

9.4.1 Crystallinity of Solar System Ice

Ice can form at low temperatures in the amorphous state, meaning that the
geometric arrangement of the water molecules lacks periodicity. The amor-
phous state is distinct from the various crystalline forms in which water ice at
higher temperatures is stable (e.g., the snow that falls from the sky and the
ice that grows in the refrigerator is crystalline, with the molecules arranged in
staggered layers having a hexagonal pattern). Amorphous ice is intrinsically
unstable, and spontaneously transforms to crystalline ice on a timescale, τcr

(yr), given by

τcr = 3.0 × 10−21e

[
EA
kT

]
(9.2)

where EA is the activation energy, k is the Boltzmann’s constant, T is the
temperature, and EA/k = 5370 K [78]. The phase transition is potentially
important for two reasons.

First, the transition is exothermic, with a specific energy release ΔE =
9×104 J kg−1. This ΔE can heat surrounding ice, influencing the thermal
regime in icy bodies, and perhaps even driving a runaway in which crystalliza-
tion at one location in a body triggers crystallization over a large, thermally
connected volume. Crystallization is also associated with a small change in
the bulk density. Many elaborate and spectacular thermal models of comets
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are predicated on the assumption that the nuclei enter the middle and inner
Solar system as amorphous ice bodies [70].

Second, amorphous ice possesses many nooks and crannies, giving a large
surface area per unit mass (of order 102 m2 kg−1 [2]) on which other molecules
can be trapped. Empirically, a fit to experimental data [3] on the trapping
efficiency (defined as � = mg

mi
, where mg is the mass of gas that can be trapped

in a mass of amorphous water ice, mi) is given by

� ∼ 10−0.08(T−40). (9.3)

Equation (9.3), which applies to CH4, CO, Ar and, to a lesser extent, N2,
gives � ∼ 1 at T = 40 K, falling steeply to � ∼ 10−5 at T = 100 K. At
the T ∼ 40–50 K temperatures prevalent in the Kuiper belt, it is clear that
large quantities of gas, 0.1 ≤ � ≤ 1, could be trapped within amorphous ice, in
agreement with observations of comets. The trapped molecules are released as
the temperature is raised above the accretion temperature, culminating with
wholescale expulsion as the water molecules rearrange themselves into cubic
or hexagonal lattices upon crystallization. The presence of amorphous ice can
thus lead to pulses of outgassing that could be relevant to understanding the
mass loss from comets.

By setting τcr = 4.5×109 yr in Equation (9.2), we find that amorphous ice
formed at the beginning of the Solar system would have escaped crystallization
if its temperature had always been T < 77 K. Because of the very strong
temperature dependence in Equation (9.2), even a brief excursion above this
temperature would have crystallized the ice. The temperature of an isothermal
blackbody in thermal equilibrium with sunlight falls to 77 K at R = 13 AU, or
slightly beyond the orbit of Saturn. Therefore, all else being equal, we should
expect to find crystalline ice at (and inside) the orbit of Saturn, and to find
amorphous ice beyond. Water ice in the inner regions is indeed crystalline,
but it is also crystalline in the satellites of Uranus and Neptune and in the
Kuiper belt. There is surprisingly no direct evidence for amorphous ice in the
outer regions (see Fig. 9.9).

The two types of ice are observationally separable in the near-infrared. The
1.5 and 2.0 μm bands have slightly different shapes and central wavelengths,
but a much better diagnostic is provided by the crystalline ice band at 1.65
μm. This band is absent in amorphous ice. If the 1.65 μm band is present
then the ice must be at least partly crystalline. If it is absent then the ice
might be amorphous, down to some limit set by the signal-to-noise ratio of
the spectrum around the band.

However, the optically observable surfaces of bodies are bombarded by
energetic particles from the Solar wind and from cosmic rays, and also by
energetic photons from the Sun. These energetic particles disrupt the bonds
between water molecules in ice, thereby breaking up the crystal structure
and “amorphizing” the material. (It is interesting to note that silicate grains
in the interstellar medium are largely amorphous for the same reason [44].)
The timescale for amorphization is short, probably 106–107 yr [36]. In the
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Fig. 9.9. Near-infrared spectrum of Kuiper Belt Object (50000) Quaoar showing
the major ice bands at 1.5 and 2.0 μm and the narrow feature at 1.65 μm that
is diagnostic of the presence of crystalline ice. The smooth line is a crystalline ice
spectrum that has been plotted on top of the Quaoar spectrum for comparison:
no attempt was made to fit the data but still the correspondence between Quaoar
and the ice spectrum is impressive. Horizontal bands at the bottom of the figure
show regions where the transparency of the Earth’s atmosphere is particularly poor.
From [36]

sense, the presence of crystalline ice in the outer Solar system is even more
surprising and the reason for its persistence has not yet been firmly explained.
One possibility is that resurfacing provides fresh material on a timescale that
is short compared to the amorphization time. Resurfacing could result, for
example, from impact gardening, which dredges up buried material (ice deeper
than ∼1 m is effectively shielded from even quite energetic cosmic rays). A
more dramatic possibility is that outgassing or cryovolcanism emplaces fresh,
crystalline ice on the surface. Very recent work with an ultra-high vacuum
chamber in the Chemistry Laboratory of the University of Hawaii suggests a
more likely explanation. We find that the amorphization efficiency is a function
of temperature such that amorphization is nearly 100% efficient at T ∼ 10 K
but only ∼50% efficient at T = 50 K. Presumably, this is because slight
thermal jostling at the higher temperatures allows some water molecules to
reconnect in the crystalline form even after irradiation [96]. At the surface
temperature of Quaoar (Fig. 9.9), ice can remain partly crystallized forever,
despite the rain of energetic particles.

While the persistence of crystalline ice is apparently now understood, what
heated the ice to make it crystalline in the first place remains unknown. Several
possibilities exist. In large bodies (radii > 500 km) it is possible that heating
occurred upon formation by the conversion of gravitational potential energy
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into heat. Large bodies could also have been heated by trapped radionuclides,
whether they be short-lived (half-lives ∼106 yr) like the famous 26Al and 60Fe,
or long-lived (half-lives ∼ 109–1010 yr) like 40K, 232Th, and 238U. Local surface
heating by micrometeorite bombardment has the advantage that it would
operate on bodies of any size, consistent with crystalline ice being common in
the outer Solar system on objects of different diameters. Whatever the cause,
the available evidence shows that ice on the surfaces of the large Kuiper belt
objects is crystalline, which means that it has been warmed at least to twice
the current surface temperatures of 40 or 50 K.

Small bodies, like the nuclei of comets, were probably not substantially
heated by the above processes. Do they contain amorphous ice? Only limited
direct evidence exists in the form of spectra of the dust in two long-period
comets, both distinguished by showing no evidence for the 1.65 μm crystalline
ice band. Other evidence comes from the distribution of the orbits of the Cen-
taurs. These are objects recently escaped from the Kuiper belt and traveling on
orbits which cross the paths of the giant planets (i.e., their defining property
is that they have perihelia and semimajor axes between the orbits of Jupiter
and Neptune). About 20% of the known Centaurs are also active comets. The
distribution of the orbital elements of the active Centaurs is different from
the Centaurs as a whole. In particular, the average perihelion distance of the
active Centaurs is small compared to the average perihelion of the Centaurs
as a whole (Fig. 9.10). This difference cannot be ascribed to the simple sub-
limation of crystalline water ice, since the latter is involatile throughout the
Centaur region. Instead, activity in the Centaurs is consistent with production
through the crystallization of amorphous ice, which begins at temperatures
comparable to those found on the active Centaurs when at perihelion [32].
This is not iron-clad evidence for the existence of amorphous ice in the Cen-
taurs, by any means. But it is perhaps the best evidence we possess at the
moment.

Question: Can more objects be observed in order to determine whether
the ice is truly crystalline in these objects? Spectra of adequate quality have
been secured for only two comets. Are only the long-period comets amorphous?
What about Halley-family comets?

Question: What crystallizes ice on the larger Kuiper belt objects and other
bodies in the outer Solar system? Is it a global energy phenomenon as suggested
(e.g., gravitational binding energy, or decay of trapped radoiactive nuclei) or
merely a surface effect (e.g., micrometeorite heating and crystallization of a
thin surface layer)?

9.4.2 The Methanoids

Water ice is present on some large KBOs while others show instead promi-
nent bands due to methane [52, 86]. These “methanoids” include amongst
their number (134340) Pluto, as well as (136199) Eris and (136472) 2005 FY9
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Fig. 9.10. Distribution of the Centaurs in semimajor axis versus eccentricity space.
Large circles denote active (outgassing) Centaurs, while small circles show inactive
Centaurs. The semi-major axes of Jupiter and Neptune, which bound the Centaur
orbits, are shown with vertical dashed lines. Diagonal arcs show the loci of points
having a fixed perihelion distances equal to the semimajor axes of the orbits of the
giant planets, as marked [32]

(Fig. 9.11). Jeans (thermal) escape appears to determine which KBOs can
retain CH4 and which cannot: methane is more stable on the large, distant
(cold) KBOs than on small, close (hotter) ones [77].

The source of the methane is unknown. One possibility is that the methane
is produced, along with other hydrocarbons, as a by-product of energetic par-
ticle irradiation of exposed surface ices. A preexisting source of carbon would
need to be present within the ice in order for CH4 to be formed this way. In
this case, one might expect all large and cold KBOs to show methane, since all
are comparably irradiated by the solar wind and cosmic rays. Alternatively,
perhaps methane was delivered to the KBOs at the time of their accretion in
the form of clathrated ice (but this might be difficult to reconcile with the
picture outlined above in which low temperature ice making up the KBOs is
more likely to have been amorphous, at least at the accretion epoch). The most
exciting possibility is that the methane has been created through chemical re-
actions in the deep interiors of the larger KBOs and has since leaked onto the
surface. We know from Terrestrial experience that many serpentinization re-
actions (between liquid water and rocks) are exothermic and release hydrogen
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Fig. 9.11. Far-red optical spectra of the three methanoids (134340) Pluto, (136199)
Eris (formerly 2003 UB313), and (136472) 2005 FY9, taken at the Keck 10 m tele-
scope. The spectra are continuum-subtracted and vertically displaced for clarity. All
the visible absorption bands in these spectra are due to solid methane

[15]. Fischer–Tropsch type reactions between the hydrogen so-produced and
carbon monoxide could create methane. The main requirements for the active
generation of methane would then be the existence of liquid water significantly
above the triple point and intimate contact with carbon-containing rocks over
a large reaction surface. Both circumstances appear likely in the larger (1000
km scale) KBOs [6, 61].

Lastly, it is good to keep in mind that while Nature always plays by the
rules, it does not always play fair: it is entirely possible that more than one
source contributes CH4 to the methanoids and equally likely that the domi-
nant source is not one that we have thought of.

Question: How can we decide between alternative production schemes for
methane, and what others might exist?

Question: How could internally generated methane move from the deep
interior of a KBO to the surface? Which other volatiles would move with it?

Question: Can we detect atmospheres of KBOs other than Pluto, perhaps
by the occultation of background stars?
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9.5 Irregular Satellites

For the most part, the satellites of the planets can be neatly separated into one
of two distinct categories based on their orbits. The so-called regular satellites
have small orbital inclinations and eccentricities (e � 1). By contrast, the
irregular satellites (hereafter “iSats”) have large inclinations (spanning the
range 0 ≤ i ≤ 360◦: most irregulars are retrograde) and eccentricities (e∼0.5).
Another distinction is based on the fraction of the Hill sphere occupied by
the orbits of the satellites. The Hill sphere is the volume in which a planet
exerts gravitational control of nearby objects in competition with the Sun.
The Hill sphere radius is rH = a[mp/(3M�]1/3, where mp/M� is the mass
of the planet in units of the Solar mass and a is the semimajor axis of the
orbit of the planet. [Values of rH are given in Table 9.1 both in AU and in
apparent angle on the sky as seen from Earth. The Table also lists the (ever
changing) numbers of known satellites at each planet]. A general rule is that
orbits of the regular satellites are confined to the central few percent of rH

while most iSats are much more wide-ranging, with orbital semimajor axes
up to ∼0.5 rH (Fig. 9.12 and 9.13). Although their orbits, and the effects of
Solar tides, are very large, the known iSats appear to remain bound to their
planets for timescales comparable to the age of the Solar system.

Table 9.1. Hill spheres of the giant planets (from [39])

]Planet Mass (M⊕) a (AU) rH (AU) rH (deg) Nr Ni

]Jupiter 310 5 0.35 5 8 55
]Saturn 95 10 0.43 2.8 21 35
]Uranus 15 20 0.47 1.4 18 9
]Neptune 17 30 0.77 1.5 6 7

NOTE: Nr (Ni) are the numbers of regular
(irregular) satellites at each planet.

These systematic differences in the orbital inclinations, eccentricities and
sizes (relative to rH) reflect different modes of formation of the regular and
irregular satellites. Whereas the regular satellites are clearly the products of
accretion in long-gone circumplanetary disks, the irregulars more likely formed
in orbit about the Sun (but we do not know where) and were subsequently
captured by the planets (we would like to know when and how).

Most of the very large (i.e., bright) satellites fall in the “regular” class
and, for this reason, the regulars have captured most of our attention since
Galileo discovered his four large (regular) satellites of Jupiter in 1610. Re-
cent observational work has refocused our attention by establishing that iSats
substantially out-number the known regular satellites and that the two types
formed differently [39]. Irregular satellites have unambiguously emerged as a
“hot topic” in planetary science.
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Fig. 9.12. Distribution of the irregular satellites in semimajor axis versus eccen-
tricity space. Selected objects and dynamical groups are identified. Figure updated
(to 2007 May) and adapted from [39]

There are several ideas about the origin of the iSats. Until recently, the
most popular idea was that the satellites were captured from heliocentric
into planetocentric orbits through the action of gas drag, in the extended
atmospheres of the growing giant planets. This idea was first proposed to
account for the iSats of gas giant planet Jupiter [69]. It relies on the collapse
of a massive gaseous envelope to provide a transient source of drag since, if the
drag persists, all satellites must ultimately spiral down into the planet. The
idea might also work for the other gas giant, Saturn, but it is not so obvious
that it can be applied to Uranus and Neptune, since these planets are ice
giants. The ice giants have comparatively modest gas inventories (e.g., a few
M⊕ compared with ∼80 M⊕ and 260 M⊕ in Saturn and Jupiter, respectively).
Moreover, the timescales of formation are completely different, probably ∼1
Myr or less for Jupiter and Saturn but 10 or more times longer at Uranus and
Neptune.

A second idea is that the satellites were captured in a phase of runaway
growth, when the gas giants were pulling in gas from the adjacent protoplan-
etary disk. Sudden growth in mass leads to sudden expansion of the region
around each planet in which the gravitational influence of the planet domi-
nates that of the Sun [21]. In this “pull-down” model, the iSats would have
been captured objects that happened to be nearby to the planets at the end
phases of their runaway growth. One, apparently fatal, problem for this model
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Fig. 9.13. Distribution of the irregular satellites in semimajor axis versus inclination
space. No known satellites have inclinations 60 ≤ i ≤ 120◦ and so this region is not
plotted. Orbits in this range are unstable to the Kozai resonance. Selected objects
and dynamical groups are identified. Figure updated (to 2007 May) and adapted
from [39]

is that the ice giant planets did not undergo runaway growth. They accreted
mass by binary collisions of solid objects over a long period of time (evidently
comparable to or longer than the ∼10 Myr timescale on which gas survived
in the disk), with steady growth but no mass runaway.

The last idea has emerged as the most interesting, given what we now
know about the young Solar system. The idea is that irregular satellites were
captured from heliocentric orbits in three-body (or N -body) interactions [9].
For example, the three bodies could be two planets and a small-body initially
in orbit about the Sun [65] or two asteroids could interact with each other
within the Hill sphere of a planet [9]. As a result of the interaction, one of the
small bodies could be ejected from the planetary region, carrying with it excess
energy that would allow the other asteroid to become bound. One attraction
of 3-body and N -body capture models is that the Hill spheres of the four
giant planets increase in size and volume with increasing distance from the
Sun (even though the masses of the giants decrease from Jupiter outwards).
One consequence might be that low mass, distant Uranus and Neptune might
be able to capture about as many irregulars as high mass Jupiter and Saturn,
in accordance with the data [37]. However, this conjecture has not yet been
placed on a quantitative basis. Indeed, 3-body and N -body capture models
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have received scant attention probably because, until recently, it seemed that
such interactions in the Solar system must be incredibly rare. In the modern
system such interactions are rare, but they may not always have been so, since
the early Solar system was much more densely populated than it is now.

From where were the iSats captured? The evidence does not provide an
answer to this question, so now we remain in a state of conjecture. The first
main possibility is that the iSats were captured from initial heliocentric orbits
that were close to, or at least crossing, the orbits of the giant planets. Low
velocity encounters give the highest probability of capture, so local sources are
in some sense preferred. The second possibility is that the iSats were captured
from a remote source, perhaps the Kuiper belt. The latter possibility has been
advanced in the context of the “Nice” dynamical model [18], in which the ar-
chitecture of the Solar system is a consequence of an assumed crossing of the
2:1 mean-motion resonance between Jupiter and Saturn. According to ini-
tial simulations with this model, capture of the iSats of Uranus and Neptune
(and perhaps Saturn) is possible but the iSats of Jupiter must have another
source [65].

Question: How and when were the iSats captured? Was there a single
capture mechanism or did different planets capture their satellites in different
ways? How can we tell?

Question: From where were they captured? From the Kuiper belt, from or-
bits in the protoplanetary disk, local to the growing planets, or from elsewhere?

Question: Does ultrared matter exist on iSats? If the iSats were captured
from the Kuiper belt, the presence or absence of ultrared matter might con-
strain the source region.

Question: How do the answers to these questions change from planet to
planet?

9.6 Main-Belt Comets

Main-belt comets (MBCs) are objects with orbits in the region classically
occupied by the asteroids but with physical characteristics of comets, specif-
ically including comae and/or tails (Fig. 9.14). Three examples are known
as of July 2007 [25]. Their Tisserand parameters measured with respect to
Jupiter are TJ > 3, whereas those of comets from the Kuiper belt and Oort
cloud reservoirs are TJ < 3. The MBCs are also completely distinct from the
more familiar “transition objects” (see Sect. 9.7). The latter, in fact, are the
opposites of the MBCs in having comet-like orbits (with TJ < 3) but asteroid-
like physical appearances (i.e. no comae and no tails). This difference is clear
in Fig. 9.15 and in the classification diagram in Fig. 9.2.

Evidence that the mass loss from MBCs is driven by the sublimation of ice
is indirect. Specifically, none of the other mechanisms that we have thought
of seem to fit the data. The first suggestion for 133P was that the mass loss
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Fig. 9.14. Image of main-belt comet 133P/Elst-Pizarro taken at the University
of Hawaii 2.2 m telescope on UT 2007 June 11. A dust tail is visible extending to
the right of the nucleus. The region shown is approximately 70 arcsec in width and
has North to the top, East to the left. The MBC has approximate apparent red
magnitude 19.5

is impact debris, resulting from a small collision [88]. This explanation is now
ruled out, given that the activity in 133P is periodic, having been present
near perihelion in 1996, 2002 [23, 89], and now again in 2007 (Fig. 9.14).
Rotational instability seems an unlikely explanation. While 133P is rotating
quickly (period =3.47 hr), there is no evidence for rapid rotation in either
P/Read or 176P. Moreover, there are many asteroids rotating with shorter
periods, yet these are not known to be emitting dust like the MBCs. On the
Moon, charge gradients in the vicinity of the terminator are known to levitate
and launch dust particles from the surface [48]. The same process could eject
dust from small, low escape-velocity asteroids, and comets. Two problems with
this mechanism for the MBCs are (1) that dust velocities inferred from 133P
and P/Read are higher than typical on the Moon and, more seriously, (2) if
electrostatic ejection were important, we would have to ask why comet-like
emission is not a general property of all small asteroids. There is also an issue
with supply. Unlike the Lunar case, a large fraction of the small dust grains on
asteroids are simply lost into space, not levitated repeatedly as the terminator
sweeps by. New dust particles will be created by micrometeorite impact into
the asteroid surface, but the rate of production is orders of magnitude too low
to account for the escape losses to space.

The MBCs hold special significance in planetary science because they ap-
pear to be repositories of ice in a region of the Solar system that has been
suggested, on independent grounds, as a potential contributor to the Earth’s
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Fig. 9.15. Semimajor axis versus orbital eccentricity for asteroids (small dots),
Jupiter family comets (large dots), and the three currently known main-belt comets
(marked X). The latter are clearly associated more with the asteroid belt than with
the Jupiter family comets. The semimajor axes of Mars and Jupiter are marked with
vertical dashed lines. Two labeled arcs show the locus of orbits having perihelion
inside Mars’s aphelion distance and aphelion outside Jupiter’s perihelion distance,
respectively. Figure from [25]

oceans [63]. The reasoning behind this is as follows. The Earth probably
formed too hot to have accreted and retained much water and so this, and
other, volatiles were accreted from another source in a “late veneer” some
time after the Earth had cooled down. The timing of the addition of water
is uncertain. However, evidence from 18O isotopes in some zircons (ancient
refractory mineral grains which substantially predate the rocks in which they
are found) suggests that substantial bodies of liquid water were present very
early, at 4.3 Gyr [62] or even 4.404 ± 0.008 Gyr [94] ago.

Comets, being ice-rich, are one possible source of terrestrial water. Against
this are measurements showing that the D/H ratios in comets are twice the
D/H ratio measured in the Earth’s oceans. Either the terrestrial D/H has
evolved (possible), or the cometary D/H values are wrong (unlikely, see [60])
or unrepresentative (possible, because the measured comets are not the Jupiter
family comets most likely to have contributed water [10]) or the comets are
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not the dominant source of Earth’s water [63]. The mass of the oceans is
about 2.5 × 10−4M⊕. The mass of water trapped within the mantle is very
uncertain and could be much less than or much greater than the mass on the
surface. Dynamical models suggest that such a large mass is unlikely to have
been trapped from the Kuiper belt and point instead to a closer source in the
asteroid belt [63]. In this latter interpretation, the MBCs occupy a region that
might have contributed to the oceans. It is important to note that the objects
now present in the outer belt cannot be suppliers of Earth’s water: there
are too few and there is no clear dynamical pathway from most of the outer
asteroid belt to Earth-intersecting orbits. What is imagined is that a massive,
primordial asteroid belt was cleared (probably by strong perturbations from
nearby Jupiter) at some earlier time, hurling ice-rich objects across the paths
of the terrestrial planets.

How could ice become trapped in the main-belt asteroids? On the sur-
face there would seem to be two possibilities. Either the ice originated there,
becoming trapped in the MBCs as they formed, or the ice was delivered af-
ter formation from a more remote source. The presence of hydrated minerals
in many meteorites thought to come from the outer belt requires the past
presence of liquid water (e.g., [5, 40]). Perhaps the MBCs are icy asteroids in
which some of the primordial ice component escaped chemical reaction with
silicates and persists to the present day. I know of no evidence against this
possibility. On the other hand, attempts to capture comets from the Jupiter
family into orbits like the MBCs seem doomed to fail. The Tisserand param-
eter is approximately a constant of the motion during capture, and the fact
that the MBCs and JFCs have different Tisserands indicates that simple con-
version of the orbits is impossible. Additional forces, from non-gravitational
accelerations due to anisotropic outgassing or from perturbations by terres-
trial planets, could conceivably help transform JFC orbits into MBC orbits. I
am open to this possibility and would like to see more work done to explore
it. What has been published on this topic, however, gives little reason to be
optimistic [51].

How can ice be stable in the main belt only ∼3.2 AU from the Sun?
The temperature of an isothermal blackbody located at this distance is
TBB = 153K. TBB gives a good estimate of the averaged, deep tempera-
ture in kilometer-sized MBCs, while regions on the surface, for example near
the subsolar point, can be expected to be hotter. The specific sublimation
rate in thermal equilibrium at TBB is dm/dt ∼ 3 × 10−8 kg m−2 s−1. An
MBC surface having density ρ = 2000 kg m−3 would recede at the rate
ρ−1 dm/dt ∼ 1.5 × 10−11 m s−1, corresponding to about 0.5 mm yr−1. A
1000 m radius body could survive for only ∼2 Myr, if in continuous sublima-
tion at this rate, which is very short compared to the age of the Solar system.
Therefore, the ice must be stabilized against sublimation losses if it is to have
survived for the age of the Solar system.

Observations show that the nuclei of comets are mantled by refractory
matter. By analogy it seems reasonable to suppose that mantles also exist on



9 Six Hot Topics in Planetary Astronomy 285

the MBCs and that they stifle the gas flow from most or all of the surface,
most of the time. In this way, ice might survive in the MBCs for the age of the
Solar system, even at distances considerably smaller than 3 AU. Ice stability,
protected by porous, refractory mantles, has been established for asteroid (1)
Ceres at 2.7 AU [13] and even for Mars’ satellite Phobos at 1.6 AU [14]. In
order to become visibly active, the mantle of an MBC must be punctured. A
likely mechanism in the main belt is collision. A meter-scale impactor would
expose enough ice to drive the mass loss rates that are inferred for 133P, for
example.

So, a plausible scenario for the MBCs is that they are ice-containing as-
teroids in which buried ice is occasionally exposed to the heat of the Sun,
probably by impacts. This idea, which seems reasonable but which remains
essentially untested, leads us to believe that the orbital distribution of MBCs
should be determined jointly by the distribution of ice-containing objects in
the main belt and by the distribution of the asteroid–asteroid collision fre-
quency (related to the local density and other belt parameters). As for the
first quantity, it is reasonable to expect that buried ice is more common in
the outer belt than in the inner regions because the rotationally averaged
body-temperature varies with semimajor axis as a−1/2. Evidence for radial
compositional gradients has long been recognized in the different distribu-
tions of the taxonomic classes, with S (metamorphosed) types more common
at smaller R than the C (more primitive) types. The data and models of
thermal stability are, however, consistent with the possibility that all outer
belt asteroids contain ice. The ratio of MBCs (on which the ice is temporarily
exposed) to outer belt asteroids would then be given roughly by the fraction
of the asteroids which experience an excavating collision within the (probably
short) lifetime of the exposed ice patch. Work is underway in Hawaii to begin
to determine some of these quantities so that the likely incidence of buried ice
can be assessed.

Lastly, note that if water could not be trapped in the hot, young Earth
then neither could other, more volatile species such as the noble gases. Even
the outer asteroid belt is not cold enough to trap noble gases in abundance.
Sources within more distant, colder cometary reservoirs, probably the Kuiper
belt (T ∼ 40 K), seem required [67]. The full picture of the delivery of volatiles
to the terrestrial planets will probably turn out to be complicated, with mul-
tiple sources.

Question: How many MBCs are there? What is their orbital element
distribution and what does this tell us about the sources of these bodies?

Question: Can we obtain direct evidence (spectroscopy) for the suspected
water driver of MBC activity?

Question: How are they activated?
Question: What fraction of the asteroids as a whole contain ice?
Question: What, if anything, can the MBCs tell us about the origin of

the Earth’s oceans and about terrestrial planet volatiles in general?
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9.7 Comets and Their Debris

9.7.1 Comets Alive, Dormant, and Dead

Objects which are comet-like as judged by their orbits (Tisserand parameters
TJ < 3), but which show no evidence for mass loss cannot be classified as
comets on physical grounds. They are sometimes known as Transition Ob-
jects (TOs). The simplest interpretation is that the TOs are comets in which
the lack of activity is due to the depletion of near-surface volatiles. Thermal
conduction sets the relevant vertical scale for depletion to the “skin depth,” of
order � ∼ (κt)1/2, where κ is the thermal diffusivity of the upper layers and t
is the timescale for variation of the Solar insolation. At least three timescales
and three resulting skin depths are relevant (see Table 9.2, in which I assumed
κ = 10−7 m2 s−1 as is appropriate for a powdered dielectric solid).

Table 9.2. Timescales and skin depths

Variation Timescale, t skin depth, � (m)

Diurnal 10 hr 0.06
Orbital 10 yr 5
Dynamical 4×105 yr 1000

The effects of diurnal heating, in particular, can be attenuated by a very
modest refractory layer (“mantle”) just a few centimeters thick. Direct evi-
dence for this comes from, for example, NASA’s Deep Impact mission to comet
9P/Tempel 1 (Fig. 9.16), where remote observations have been interpreted as
showing a characteristic thickness ∼ 10 cm [42]. Mass loss from a comet on
which the mantle is much thicker than � will be stifled, earning the comet the
“Transition Object” label.

Whether or not cometary activity resumes depends on the long-term sta-
bility of the mantle, which itself depends on the dynamical evolution of the
comet. If the mantle lacks cohesion, steady inward drift of the perihelion will
lead to increasing temperatures and, eventually, to the ejection of the mantle
by gas pressure forces and to the Phoenix-like rebirth of measurable mass
loss [73]. (With cohesion, the mantle is potentially much more stable and the
mechanism of its failure is less easily understood [46]). Since very thin mantles
inhibit sublimation, the mantle formation timescales are probably very short,
perhaps comparable to, or even less than, the orbital period [28, 73]. In this
simple picture, it is thus likely that the mantles adjust and regrow as the orbit
evolves.

Direct observations of cometary nuclei (comets 1P/Halley, Borrelly, Wild
2, and Tempel 1) confirm the existence of widespread refractory mantles (e.g.,
[4]) and show that mass loss is channeled through a small number of active ar-
eas which, combined, occupy 0.1–10% of the nucleus surface. However, other
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Fig. 9.16. Nucleus of comet Tempel 1. The visible surface is a refractory mantle
(albedo ∼4%) which displays many intriguing landforms, few of which are under-
stood. Image courtesy of NASA and the Deep Impact team

observations throw into doubt the role of mantles in the global control of
cometary mass loss. Most important are measurements of the dust trails of
comets. The dust trail masses, mt, and the cometary mass loss rates, dm/dt,
together define a trail production timescale, τt = mt/(dm/dt). Separately,
dynamical spreading of the trails under the action of planetary perturbations
determines the dynamical age of the trail, τdyn. Where meaningful measure-
ments of both τt and τdyn have been possible, the timescales are found to
be very different, with τt � τdyn. In other words, cometary mass loss at the
measured rates cannot supply the trail mass even if continuous over the age
of the trail. This suggests that the trails are not populated by the steady,
mantle-choked loss of mass from the nucleus but by some other, more impul-
sive phenomenon. Nucleus breakup seems to be the best explanation.

Unfortunately, we lack a quantitative understanding of why comets (other
than those that are sheared apart by gravity when passing close to planets or
the Sun) breakup. Suggested causes include spin-up leading to centripetal dis-
ruption [75], high internal gas pressures caused by sublimating supervolatiles
(Samarasinha’s most enjoyable “bomb” model [76]), impact with unseen in-
terplanetary debris and disruption by thermally induced stresses. All of these
ideas verge on the fantastic, with the exception of centripetal disruption, which
is a natural outcome of torques applied to the nucleus by non-uniform out-
gassing. I know of no data to suggest a relationship between nucleus spin
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rate and breakup but this could be simply because there are too few relevant
nucleus spin measurements (i.e., “absence of evidence” should not be con-
strued as “evidence of absence,” as far as the spin versus breakup connection
is concerned). The lack of understanding is disconcerting given the potential
importance of breakup in determining the fates of small bodies.

Question: How many TOs are there? The number of TOs relative to the
number of active comets will tell us the ratio of the outgassing to the dynamical
lifetimes of these bodies.

Question: What is their orbital element distribution and what does this
tell us about the sources of these bodies?

Question: Do all comets evolve into TOs or do some proceed directly to
disintegrate into debris streams?

Question: Are the TOs dead or dormant, or both? In other words, is the
ice depleted down to the core, or just down to a few times the thermal skin
depth?

Question: How do TOs die? Are their lifetimes limited by impact with
the planets or the Sun, by dynamical ejection, or by a physical process such
as breakup?

9.7.2 Damocloids

The Damocloids are a subset of the TO class, named after the prototype ob-
ject (5335) Damocles. They are defined by having a point-source appearance
and TJ < 2 [29]. At the time of writing (May 22, 2007), 36 objects meet this
definition. The orbits of the Damocloids are statistically similar to the orbits
of Halley family and long-period comets (e.g., many Damocloid orbits are
retrograde), rather than with the Jupiter family. The association is further
strengthened by the fact that some bodies originally classified as Damocloids
have, since discovery, been found to show weak comae. Damocloids, then, are
the inactive nuclei of comets recently emplaced in the planetary region of the
Solar system from a source probably located in the inner Oort Cloud [11]. Cu-
riously, although their dynamical and evolutionary histories have been quite
different from those of the short-period comets, the surface properties of the
two classes of comet nucleus are indistinguishable [29].

Question: How many Damocloids exist and what is the ratio of Damo-
cloids to Halley Family Comets?

Question: What is the size distribution of the Damocloids?
Question: Is there evidence that some Damocloids might be intrinsically

refractory bodies (asteroids) ejected into the Oort Cloud and then scattered
back to the inner Solar system, as has been suggested for 1996 PW [92].

Question: Do any Damocloids carry Ultra-Red matter? The published
sample does not, but the published sample is small.
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Fig. 9.17. “Asteroid” 2005 WY25 at 1.6 AU showing ultra-weak outgassing in a
1500 s, R-band image from the UH 2.2 m telescope on UT 2004 March 20. The mass
loss rate inferred from the coma is very uncertain, but of the order 10 g s−1. 2005
WY25 is the likely parent of the Phoenicid meteor stream, and a probable fragment
of comet D/1819 W1 (Blanpain). Figure from [30]

9.7.3 Meteor Stream Parents

One fate for cometary nuclei is to disintegrate, forming a trail of solid debris
particles that can be detected remotely from their thermal emission [71] and
optical signatures [27] or directly, if their orbits intersect that of the Earth
and produce a meteor stream e.g. Fig. 9.17. Recent work has given a boost
to the study of meteor streams and the parent bodies which produce them.
Significantly, some of the parent objects have now been identified with confi-
dence [41]. One surprise is that not all the parents are comets: some streams
seem to result from the breakup of bodies, like (3200) Phaethon, which are
dynamically asteroids.

Asteroid (3200) Phaethon (TJ = 4.508) has orbital elements similar to
those of the Geminid meteors. On this basis, Phaethon was long-ago proposed
as a likely Geminid stream parent [93]. Recently discovered asteroid 2005
UD (TJ = 4.504) has very similar orbital elements and is probably related
both to Phaethon and to the Geminids [66]. The albedo of Phaethon has
been measured as 0.11± 0.02 and the diameter as 4.7± 0.5 km [20]. If the
albedo of 2005 UD is the same, then its diameter must be only 1.3± 0.1 km
[38]. Sensitive, high resolution imaging observations provide no evidence for
on-going mass loss, either from Phaethon [24] or from 2005 UD [38], above
the level of ∼10−2 kg s−1. The age of the Geminid stream estimated from
dynamical considerations is about 1000 yr [95]. In 1000 yr, mass loss at 10−2

kg s−1 would give a stream mass Ms ∼ 3×108 kg, whereas the mass has been
independently estimated at Ms ∼ 1.6×1013 kg [26]. This huge discrepancy (a
factor ∼105) indicates that meteor stream formation must be episodic or even
catastrophic, not steady-state.



290 D. Jewitt

Fig. 9.18. Reflection spectrum of Asteroid 2005 UD (points) compared with the
spectrum of dynamically related object (3200) Phaethon. Both objects are unusual
in showing spectra slightly bluer than the Sun in reflected light. Figure from [38]

Both Phaethon and 2005 UD show slightly blue optical reflection spectra of
unknown origin (Fig. 9.18). Blue reflection spectra are uncommon (only 1 out
of ∼23) amongst the near-Earth objects [38, 45]. There is speculation that the
blue color could reflect thermally altered minerals on these bodies at the high
temperatures (perhaps 740 K) resulting from their small perihelion distances
(q ∼ 0.14 AU) [53]. Likewise, the high mean density of the Geminids (ρ ∼ 2900
kg m−3) is also unusual and has been suggested to result from compaction
associated with loss of volatiles [43]. On the other hand, observational support
for thermal desorption is lacking: careful spectroscopic measurements of the
Na/Mg ratio show that the Geminids are not compositionally different from
other meteoroids with much larger q ∼1 AU [43]. A reasonable guess is that the
Geminid meteors, Phaethon and 2005 UD (and probably other macroscopic
bodies yet to be found) are products of the recent breakup of a precursor body
but the nature of the precursor and the cause of the breakup have yet to be
determined.

Question: Are all objects with small q necessarily blue as a result of ther-
mal alteration?

Question: What kind of body was the Geminid precursor?
Question: What caused the precursor to breakup? Thermal stresses? In-

ternal gas pressure forces? Spin-up by outgassing or radiation forces?
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Question: How does the rate at which mass is input to the interplanetary
medium by catastrophic disruption of meteor stream parents compare with the
rates from cometary sublimation and from asteroid–asteroid collisions in the
main belt?

9.8 Epilogue

A reasonable conclusion to be drawn from this chapter is that planetary as-
tronomy is a most active and revitalized field. Key advances are being made
in the determination of the contents of the Solar system, with the discovery of
new populations of bodies and the unveiling of links between populations that
were, until recently, unsuspected. These new observational results, combined
with the rising power of computers, together motivate exciting new conjec-
tures for the origin and evolution of the Solar system.
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Abstract In this chapter, various observational methods of searching for extrasolar
planets and circumstellar disks are reviewed. These include Doppler-shift measure-
ments, transit detection, astrometry, gravitational lensing, spectral energy distribu-
tion, direct detection, and coronagraphy.

10.1 Introduction

Astronomical observations, from ground-based telescopes on Earth or with
spaceborn telescopes, provide direct and indirect evidence of extrasolar planets
and circumstellar disks. Since each observational method has its own strengths
and weaknesses, researchers need to combine various observational approaches
to clarify the diversity of planetary systems. In this chapter, I describe the
most frequently used methods, their current status, and their limitations in
the detection of extrasolar planets and circumstellar disks. I also note some
future projects. The discussion of observational methods will focus mainly on
those in the optical and near-infrared wavelengths. For future observational
studies, great progress is also expected from observations at all wavelengths,
such as with ALMA and TPF. For learning more about these future observa-
tions, the reader is referred to some related publications (e.g., [41, 66]).

10.2 Summary of Objects

10.2.1 Extrasolar Planets

Planets orbiting a star other than the Sun were first discovered in 1992.
Wolszczan & Frail [65] found a periodic delay in the pulses of the radio emis-
sion from a pulsar, indicating that two planetary-mass objects orbit a pulsar
PSR 1257 + 12. However, since these planets are located in an “extreme” en-
vironment, this discovery appeared in the spotlight only after the discovery
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of an extrasolar planet around a solar-type main-sequence star [38]. These
discoveries stimulated several attempts to discover extrasolar planets using
various methods. As a result of these great efforts, more than 240 extrasolar
planets have been found as of mid-2007. Such extrasolar planets have masses
between 0.01 MJ (3 MEarth) and 20 MJ with a median value of 1.5 MJ. The
semimajor axes of the planets range from 0.02 to 300 AU with the median of
the semimajor axis being 0.8 AU. Most of them are less than 10 AU. Note that
the semimajor axis of Neptune, the most distant planet in the Solar system, is
30.1 AU. As discussed in the section on direct detection, extrasolar planets are
very faint and are located in very close proximity to the bright central star.
Although direct detection of an extrasolar planet has not yet been achieved,
many indirect evidences of extrasolar planets have been reported.

10.2.2 Circumstellar Disks

Extrasolar planets are thought to be born in circumstellar disks associated
with young stellar objects (YSOs). A circumstellar disk evolves along with the
central star itself. YSOs are usually classified into three groups according to
the structure of their circumstellar material. Objects comprising the youngest
group are called protostars and surrounded by an optically and geometrically
thick dust envelope. The next stage of their evolution corresponds to the
classical T Tauri phase. Objects in this category have a circumstellar disk
of gas and dust. As the dusts aggregate into planetesimals, the central star
appears as a weak-line T Tauri star.

A typical radius of the circumstellar disks around classical T Tauri stars
is ∼150 AU [15, 33]. Such disks have masses between 0.001 and 1 M� [5].
Hayashi [23] proposed that the planets in the Solar System formed through
the aggregation of grains within the circumstellar disk. The least-mass disk
model which could have formed the Solar System is called the “minimum
mass solar nebula.” Its mass is 0.01 M�, 10 times more massive than the
total mass of the current planets in the Solar System. This mass of the model
disk is roughly consistent with the mass of the circumstellar disks estimated
from observations. Circumstellar disks around T Tauri stars vary widely in
morphological and physical characteristics, which is believed to have given
rise to a diversity of planetary systems.

Vegalike stars are main-sequence stars surrounded by dust disks. Such a
dust disk was first recognized by IRAS observations of Vega [2]. Vega is a
standard star, whose magnitudes are defined as 0 mag at all wavelengths.
Its spectral energy distribution (SED) was ascribed to a single-temperature
blackbody radiation. However, IRAS detected a large amount of excess in the
mid- to far-infrared wavelengths attributable to dust in a circumstellar disk.
The disk is called a “debris disk” because the dust is second generation and
not primordial. Vegalike systems do not have considerable gas components
[67], and the debris disks are an abundant analog to the zodiacal dust of the
Solar System.
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Circumstellar disks were first noticed by an indirect method, i.e., by ob-
serving the SEDs of T Tauri stars. Since their SEDs have an excess in the
longer wavelengths, direct detection of the disks has been achieved primar-
ily in the radio wavelengths. Recent instrument improvements have provided
direct detection of the disks in the optical and near-infrared wavelengths by
reflected light.

10.3 Indirect Detection

The presence of planets can affect the central star itself, however minor the
effect is. Several methods for indirect detection have been proposed, and suc-
cessful approaches include Doppler-shift measurements, transit methods, and
microlensing events for the detection of extrasolar planets.

10.3.1 Doppler-Shift Measurements

Principle

By definition, a planet orbits a star. A star and a planet make a common
gravitational potential within the system. Both the star and the planet orbit
the potential minimum, which is not located exactly at the center of the star.
The distance between the center of the star and the potential minimum is
described as

MP

M� + MP
a, (10.1)

where MP and M� are the masses of the planet and the star respectively, and
a is the semimajor axis of the planetary orbit. Imagine a system consisting
of the Sun and Jupiter. Since the mass of Jupiter is 10−3M�, the potential
minimum is located away from the Sun by one-thousandth of the Sun–Jupiter
distance. Since Jupiter orbits the Sun at a distance of 5.2 AU, the potential
minimum is offset from the center of the Sun by 0.005 AU, coinciding with
the photospheric surface of the Sun. The Sun and Jupiter orbit this potential
minimum with a period of 12 years, which means that an observer outside
the Solar System could notice the orbital motion of the Sun. The periodic
change in radial velocity could be detected by high-resolution spectroscopy as
a Doppler shift of the stellar spectrum. Since the orbital motion of the Sun
is as small as 13 m s−1, the stellar spectrum shifts up to ±2 × 10−5 nm at a
wavelength of 500 nm.

Instrumentation

Doppler-shift measurements require spectral resolutions as high as R(= λ
Δλ ) ∼

100,000. Such high resolutions can be achieved by using an Echelle spectro-
graph among other means.
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The observations also require precise determination of the wavelengths.
One method is to use a thorium–argon (Th–Ar) lamp. The lamp is located
off-axis of the instrument and the spectrum of the lamp is simultaneously
taken with the object spectrum. The other method is to use an iodine cell
inserted in the path of the object light. Iodine is transparent and has thou-
sands absorption lines in the optical wavelengths. This method was originally
developed for Doppler-shift measurements of the Sun [34]. With simultaneous
acquisition, one can achieve a velocity accuracy as high as several meter per
seconds.

One must keep the instrument in a stable temperature such that the ray
of light does not vary due to thermal distortion of the instrument. A recently
developed Echelle spectrograph (HARPS) at the ESO 3.6 m Telescope is sit-
uated in a vacuum, and is capable of obtaining a velocity accuracy of better
than 1m s−1 [47].

Current Status

Doppler-shift measurements have been undertaken with the foregoing methods
to search for extrasolar planets. Seminal pioneer studies were carried out by
Walker et al. [63]. They searched for Jupiter-like planets around 21 solar-
like dwarfs for 12 years using the Canada–France–Hawaii 3.6 m Telescope.
However, they did not detect long-term variations in the radial velocity of
the stars. The first discovery of an extrasolar planet around a dwarf star was
announced by Mayor & Queloz [38]. They found periodic variations in the
radial velocity of the G-type main-sequence star, 51 Peg. It was interpreted
as a Jupiter-mass planet orbiting the star with a period of 4.23 days.

Since then, more than 240 extrasolar planets have been discovered with
Doppler-shift measurements. It is now well known that extrasolar planets show
a wide distribution of their masses and orbital elements. For example, like the
planet of 51 Peg, a type of Jupiter-mass planets orbit their host stars at a few
stellar radii. Known as “hot Jupiters”, their expected surface temperature is
as high as 1000 K. Massive planets are not expected in the inner regions of
a planetary system if we assume the standard formation model of the Solar
System.

With improvements in the instruments, less massive planets have been
recently discovered. The least massive planet so far detected has five Earth-
masses [60]. Long-term monitoring allowed the discovery of long orbital-period
planets, and the planet with the longest period found so far orbits at a distance
of 5.3 AU from the central star.

An evolved star also harbors a planet. Sato et al. [50] revealed a Jupiter-
mass planet around a G-type giant. Since G-type giants are the successors of
2–3 M� main-sequence stars, this discovery proves that planets are associ-
ated not only with solar-mass stars but also with 2–3 M� stars. Sato et al.
[51] found a planet around a G-type giant in the Hyades cluster, while 94
solar-mass dwarfs in the same cluster were found to have no Jupiter-mass
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planets [46]. This implies that a massive planet tends to be born around a
massive star. This idea is also supported by the rareness of massive planets
around less massive field stars [19].

Fig. 10.1. Schematic view of the Doppler shifts of the central star induced by an
accompanying planet. We observe a blueshifted spectrum of the central star when
the planet moves away and the central star moves toward us. A redshifted spectrum
is seen when the planet approaches toward us and the star recedes

Limitations

The Doppler-shift method is biased toward close-in giant planets because less
massive planets and planets with long orbital periods have little influence on
the radial velocity of the central star.

Even if we detect a periodic change in the radial velocity, the mass of
a planet cannot be precisely determined. The mass is expressed as MP sin i,
where i is the inclination of the planetary orbit. Hence, the derived mass is
a lower-limit mass, because the Doppler-shift measurements are sensitive to
orbital motion only in the radial direction.

Doppler-shift measurements cannot be applied to all types of stars. Pulsa-
tion of the star itself causes a periodic variation in the radial velocity. A large
star spot on the photosphere also causes similar periodic variation. For exam-
ple, pulsating occurs in M-type giants and A,F-type stars. Moreover, radial
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Fig. 10.2. Radial velocity of a giant star, HD 104985. The periodic variation is
caused by an accompanying planet

velocity cannot be precisely measured for early-type stars because their spec-
tra have few absorption lines and the lines are often very broad due to rapid
stellar rotation (v sin i > 100 km s−1). The other limitation of this method
is that all stars exhibit stellar oscillation (∼ 0.5 m s−1), which causes a small
variation in the stellar radial velocity.

Future Studies

The future of Doppler-shift measurements is promising. Continuation of the
measurements will lead to more discoveries of long-period planets, and less
massive planets will be revealed with improved instrumentation. Current
observations are limited, in most cases, by photon noise. High instrument effi-
ciency and large-aperture telescopes are required for observations of faint tar-
gets. Several 30 m ground-based telescopes, such as the European Extremely
Large Telescope (E-ELT; [22]) and the Thirty Meter Telescope (TMT; [58]),
are proposed for the next decade.

10.3.2 Transit Detection

Principle

A solar eclipse occurs when the Moon intersects the light path from the Sun
to an observer on Earth. An eclipse also occurs for a distant two-body system
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such as a close-in stellar binary. We may notice an eclipse even in an extrasolar
planetary system, when the planet and its host star lie in the same line of sight.
This phenomenon is called a “transit event.”

Again suppose the Sun–Jupiter system. The system is located so far away
from us that the area of the extrasolar planet projected onto the stellar surface
is circular and equals the radius of the planet. As the radius of Jupiter is one-
tenth that of the Sun, the area hidden by the planet would be one-hundredth
of the projected stellar surface. As a result, we would observe a periodic 1%
dip in the stellar flux with the orbital period of the planet. Note that the
emission from an extrasolar planet is negligibly small, at least in the optical
wavelengths.

Instrumentation

Such flux variations can be measured by photometric monitoring. As discussed
below, the geometrical probability for a transit event is quite low. To detect a
transit event, one needs to monitor a huge number of stars. Two methods are
applied in transit detection. One involves wide-field imaging. Alonso et al. [1]
discovered an extrasolar planet using a small-aperture but wide-field camera.
The camera can image a 6◦ × 6◦ field simultaneously. The other method is
deep imaging. Urakawa et al. [61] observed near the Galactic plane using
Suprime-Cam, an optical imager on the Subaru Telescope, and achieved 1%
photometric accuracy for 6900 stars.

Current Status

A transit event of an extrasolar planet was first detected by Charbonneau
et al. [12]. They found a 1% dip in the flux of HD 209458, a planetary system
previously discovered by Doppler-shift measurements. The transit event of
this planetary system was also confirmed by accurate photometry with the
Hubble Space Telescope [9]. Some current searches for a transit event target
planetary systems previously discovered with Doppler-shift measurements.

Many wide-field surveys are also carried out to detect unknown extrasolar
planets. Several groups have developed a wide-field imager with small-aperture
telescopes. Others use the long-term monitoring data obtained for other pur-
poses, such as the OGLE (Optical Gravitational Lensing Experiment; [59])
database.

The depth of the flux dip caused by a transit event depends on the ratio
of the radius of the planet and that of the star. Given a known stellar radius,
the radius of the planet can be estimated. The inclination of the planetary
orbit can also be derived by assuming a limb darkening model for the star.
When combining these parameters with the result given by the Doppler-shift
measurements, the mass and density of the planet can be determined.

During a transit, the light from the star goes through the atmosphere of
the planet. The observed spectrum of this light component contains absorp-
tion lines originating in the planetary atmosphere. Vidal-Madjar et al. [62]
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Fig. 10.3. Schematic diagram of a transit event. When a planet passes across the
line of sight, the flux of the central star decreases slightly

Fig. 10.4. Light curve of an extrasolar planetary system, HD 189733. The photo-
metric monitoring was conducted with a commercial charge-coupled device (CCD)
mounted on the Meade 30 cm telescope at Kobe University [28]. We see a 2% dip
in the light curve
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detected a hydrogen absorption feature from HD 209458 during the transit,
which is believed to be caused by escaping hydrogen atoms from the planet’s
atmosphere.

During the opposite phase of a transit, the planet is hidden behind the
star. This is called a “second transit event.” A planet is rather bright in
the wavelengths longer than mid-infrared region due to its thermal radiation.
Since thermal radiation from the planet is blocked by the host star during
the second transit event, flux from the planetary system decreases in the mid-
infrared wavelengths. Deming et al. [14] and Charbonneau et al. [13] detected
the second transit using the Spitzer Space Telescope. From the flux decrement
of the second transit compared to an atmospheric model for the planet, one
can estimate the temperature of the planetary atmosphere.

Limitations

For a transit to be observed, a planet should pass between the star and us.
The geometrical probability of such a configuration is described as

a cos i < R� + RP, (10.2)

where a is the semimajor axis of the planet, i is the inclination of the planet’s
orbit, and R� and RP are the radii of the star and the planet, respectively.
This probability is as low as 6% for hot Jupiters, and lower for a planet with
large orbital period. Thus, photometric monitoring of a large number of stars
is needed.

A transit event does not provide exclusive evidence of the presence of an
extrasolar planet because late-type dwarfs, brown dwarfs, and Jupiter-mass
planets all have similar radii. Follow-up observations of Doppler-shift mea-
surements are required for mass determination. A planet with small radius,
such as a rocky planet, is difficult to detect using this transit method.

Future Studies

The equipment for wide-field surveys with small to mid-size telescopes is sim-
ple and inexpensive. Such observing systems will be developed in many ob-
servatories and universities.

Accurate photometry can be achieved with wide-field imagers onboard
space satellites. A European satellite, CoRoT [8], was launched in 2006. Very
recently, the CoRoT team announced the first detection of a transit event. A
US mission, Kepler [35], will be launched in 2008.

10.3.3 Astrometry

Principle

As described in the context of the Doppler-shift measurements, a star as well
as a planet orbits the nadir of the common gravitational potential, i.e., the
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common center of mass. For the Sun–Jupiter system, the Sun orbits a point
near its surface. When observing from 5 pc away from this system, one may
notice a periodic change in the position of the Sun; the amount of this variation
is as small as 0.001” (1 milliarcsecond, mas).

Instrumentation

The position of a star can be measured with a simple imager. The accuracy
of the position depends on the size of the instrument’s point spread function
(PSF). It is often stated that the position is determined within an accuracy of
tenths of the PSF at best. By ground-based observations under natural seeing
conditions, the size of the PSF is usually as large as 1.” To sharpen the PSF,
one uses adaptive optics (AO) systems, which can improve the PSF < 0.1”
at near-infrared wavelengths. Interferometric technology also sharpens the
PSF. Measurements with telescopes from satellites are free from atmosphere
turbulence and therefore also have a sharper PSF.

Current Status

Van de Kamp [32] announced a periodic variation in the position of a nearby
star, Barnard’s star. The variation implied a 1.6 MJ object orbiting the central
star with a period of 24 years. However, follow-up observations did not confirm
this variation in stellar position.

Limitations

For precise astrometry, one needs measurements over a long-time interval, such
as several decades, and/or precise measurements of the position of a star.
Because long-term astrometry has to use old technology, astrometry using
photographic plates is not sufficiently accurate to detect the tiny variation in
the position of a star with a planet. Time intervals are too short for precise
astrometry using a CCD camera.

The discrepancy between the center of the star and the potential minimum
of the planetary system is large for a distant massive planet. Thus, astrometric
detection is biased toward giant planets with large orbital radii, but the orbital
period is long.

Future Studies

Several space missions are proposed for performing precise astrometry. The
space interferometry mission (SIM; [53]) consists of two small-aperture opti-
cal telescopes, and the highest resolution of μ arcseconds (10−6 arcsec) will
be realized. The Japanese satellite mission, JASMINE, is also proposed for
highly accurate astrometry in the infrared wavelengths [21] and it will attempt
to measure stellar positions with an accuracy of 10 μarcsec. The satellite is
scheduled for launch around 2014.
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10.3.4 Gravitational Lensing

Principle

According to the theory of relativity, light is bent by gravity. This was first
confirmed by Dyson et al. [17]. During the solar eclipse in 1920, these in-
vestigators found displacements of the stellar positions located close to the
Sun, which indicated that lights from the stars (the sources) were bent by the
gravitational lens effect produced by the Sun (the lens). The radius (Einstein
radius) and curvature of the lens depend on the mass of the lens object. A
massive object has a large diameter and strong curvature, and collects much
more light from the source. When the lens object passes near the light path
of the source, the flux of the source increases temporally. This is known as
a “microlens event” if the reimaged source object is not spatially resolved. If
the lens object harbors a planet, the flux variation exhibits two peaks.

Instrumentation

Because the Einstein radius of a stellar object is very small, the likelihood of
observing a microlens event is quite low. As in the case of transit searches,
wide-field imaging observations are required. The OGLE project provides the
most extensive data set for gravitational lens events toward the Galactic bulge
and Magellanic clouds [59].

Fig. 10.5. Schematic geometry of a microlens event. The event occurs when the
lens passes the line of sight of the source object. Since in most cases, the lens object
is faint and is located far from us, we cannot detect the light from the lens object

Current Status

One can estimate the mass of the lens object from the duration and increase
of the flux in a microlens event. Several planetary-mass companion candidates
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have been detected [7]. They are noticed by a sharp, short timescale (hours
to days) increase of flux superposed on a long-duration time-flux increase due
to a stellar object. Beaulieu et al. [4] announced the discovery of a 5.5 Earth-
mass planetary companion at a separation of 2.6 AU from an M-type dwarf. A
microlens event is sometimes claimed as the only way to detect an Earth-mass
extrasolar planet.

Limitations

The duration time of a microlens event is not only a function of the mass of the
lens, but also of the distances of the source and the lens, and the tangential
velocity of the lens. Even if the distance of the source is determined, the
other three parameters associated with the lens effect become inseparable.
Because the lens object is too faint to be observed at times other than during
a microlens event, these three parameters can never be determined. One solves
this degeneracy by using a star count model of the Galaxy. Even though, the
mass of an object is only determined as a probability. An inherent limitation of
this method is that a planet detected by this method can never be reexamined.

Future Studies

Continuous searches for gravitational lens events will be made by small to
intermediate aperture telescopes. High-stellar density regions, such as globular
clusters and galaxies, will be explored with high-spatial resolution techniques
(e.g., AO systems).

10.3.5 Spectral Energy Distribution

Principle

Protostars and classical T Tauri stars have continuum excess emissions at
wavelengths beyond near-infrared wavelengths. The excess is attributed to
an optically thick circumstellar structure, which is heated by the central star
or by viscous energy in the structure itself. A protostar is deeply embedded
in a geometrically thick envelope. On the other hand, since we directly de-
tected light from the photosphere of a T Tauri star, the circumstellar structure
around the T Tauri star should not be located in the line of sight. A T Tauri
star is surrounded by an optically thick but geometrically thin disk.

Instrumentation

Flux measurements in the infrared and millimeter wavelengths can be made
from the ground. Photometry at the 10 μm range, the 20 μm range, and several
bands in the submillimeter region is also possible from the ground, although
it is severely affected by rapid changes in atmospheric conditions and thermal
radiation of the Earth.
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Current Status

The flux ratio or difference of magnitudes between two photometric bands is
called “color.” The color of an object is a difference expression of its spectral
distribution. One can classify YSOs in their evolutional stage by using, for
example, a JHK near-infrared color–color diagram.

For classical T Tauri stars, radiation from the circumstellar disk dominates
the mid-infrared flux, while the photospheric flux is still not negligible in
the near-infrared wavelengths. Mid-infrared photometry has been limited due
to the high-thermal background of the Earth. Recent observations using the
Spitzer Space Telescope revealed YSOs, which do not show any excess in near-
infrared wavelengths but do show excess in the mid-infrared wavelengths [45].

The timescale and wavelength dependence of the dissipation of circum-
stellar disks are important keys to understand the evolution of circumstellar
disks, as well as the dust and planetesimals within the disk. Mid-infrared ob-
servations with the Spitzer Space Telescope also revealed debris disks around
young stars in the Pleiades cluster [57].

Millimeter wavelength observations are also sensitive enough to detect cir-
cumstellar disks around classical T Tauri stars. In this wavelength, the disks
are optically thin except for the innermost region. Beckwith et al. [5] sur-
veyed 86 YSOs in the Taurus-Auriga molecular cloud in the 1.3 mm radio
continuum. They estimated the disk masses to be between 0.001 M� and 1
M�, but disks around weak-line T Tauri stars are not massive enough to be
detected [16].

Limitations

The spectral energy distribution itself is an indirect signature of a circum-
stellar disk. If a faint low-effective temperature object is located in the close
vicinity of the central star, one may confuse its infrared to radio emission as
excess from a circumstellar disk. The spectral energy distribution alone cannot
provide a unique solution to clarify a disk structure because several physical
parameters complicate the interpretation. In addition, free–free emission is
often detected in long wavelengths in the radio range (e.g., [18]), which is not
direct evidence of a circumstellar disk but is indicative of an ionized jet.

Future Studies

Since a central star is still bright in the near-infrared, unambiguous detections
from mid-infrared to millimeter wavelengths are critical for a circumstellar
disk. The Atacama Large Millimeter Array (ALMA; [64]) is under construc-
tion in the Atacama Desert in Chile in collaboration with the United States,
Europe, and Japan. Due to the low water vapor in the atmosphere, flux mea-
surements of the continuum emission in several submillimeter bands will be
achieved. It is the largest interferometric telescope and will achieve the highest
spatial resolution in millimeter wavelengths.
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10.3.6 Polarization

Principle

Since planets, except for the close-in planets, have maximum temperatures of
a few hundreds of Kelvin, most of the flux from a planet is reflection light of
the central star at short wavelengths. Because the light is reflected by solid
materials, such as dust particles in the planet’s atmosphere or the planet’s
solid surface, the light of the planet is at least partially polarized. The position
angle of the polarization will rotate with the orbital period of the planet.
Nevertheless, the polarized light will be diluted with the unpolarized light of
the central star. Seager et al. [52] predicted that the linear polarization of an
extrasolar planetary system would be as small as 10−4%.

Instrumentation

To determine the degree and position angle of the polarization, one has to
observe the object’s flux in three or four position angles of the polarization
plane. Each intensity is measured by rotating the optical elements in the
instrument.

The accuracy of the measurement is often reduced by uncertainties in the
position of the moving elements. In many cases, a Wollaston prism is used,
which separates the incident light into two perpendicularly polarized beams.
Using this, one simultaneously obtains the fluxes of two position angles. Hough
et al. [27] developed an instrument with a Wollaston prism to conduct a
polarimetric search for extrasolar planets (PlanetPol). The instrument has no
moving elements, but measures intensities at different angles by rotating the
instrument itself.

Current Status

Polarimetric searches for extrasolar planets are so far carried out by a very
limited number of groups. Even though PlanetPol achieved polarization ac-
curacies of 10−3%, the expected degree of polarization due to an extrasolar
planet is 10 times smaller.

Limitations

This method is also biased toward close-in giant planets. It is difficult to
distinguish an extrasolar planet from a brown dwarf and a very-low mass
dwarf, because both have similar radii.

Future Studies

Time-resolved polarimetry is an important observing method, but is not com-
mon. Variability of polarization is expected to be induced by not only extra-
solar planets but also protoplanetary disks and circumstellar structures.
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10.4 Direct Detection

Direct detection is undoubtedly desirable, but nobody has so far succeeded in
obtaining an image of an extrasolar planet.

10.4.1 Direct imaging

Principle

As noted above, the brightness of a planet results mostly from the reflected
light of the central star in optical and near-infrared wavelengths, which means
that the contrast between a star and a planet is huge. The flux ratio of the
reflected light (Fp) of a planet to the brightness (Fs) of the central star is
described as

Fp

Fs
=

A

2

(
RP

2a

)2

, (10.3)

where A, RP, and a are albedo, the radius, and the semimajor axis of the
planet orbit, respectively. For the Sun–Jupiter system, this flux ratio is as
small as 3× 10−9. Since such a faint object is located in very close proximity
to the bright central star, direct detection of an extrasolar planet is exceedingly
difficult.

Instrumentation

To detect a faint object in the near vicinity of a bright star, high-spatial
resolution observations are required. One uses AO systems, interferometric
technology, speckle techniques, or makes observations from space.

AO systems consist of a wavefront sensor and a deformable mirror. For
ground-based observations, light from an object is perturbed by atmospheric
turbulence. The wavefront of the light is measured with a Shack–Hartmann
sensor or a curvature sensor every ∼100 ms. Then, the shape of the deformable
mirror is reconstructed by mechanical actuators.

A speckle image consists of many exposures of short integration. Taking
exposures as short as the timescale of the atmospheric turbulence, one can
obtain a PSF that is not blurred by the atmospheric turbulence. By shifting
the images to adjust the peak of the PSFs and then adding many exposure
frames, one can obtain a sharp PSF.

Even if one obtains high-resolution images using the foregoing methods,
the huge dynamic range between a star and a planet prevents us from detecting
an extrasolar planet directly.

Current Status – Planets

Direct detection of an extrasolar planet has not yet been achieved. All the
extrasolar planets discovered by Doppler-shift measurements or the transit
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methods are difficult to be detected by direct means in reflected light due to
their faintness and/or their small separation from the star.

Alternative targets for direct detection are unknown extrasolar planets
around nearby young main-sequence stars. Young planets in a contraction
phase are expected to be hot, and thus still bright. I summarize the results
of the direct imaging searches for extrasolar planets around ε Eri and Vega.
These stars are surrounded by dust disks, which suggest their youthfulness.
The disks are ringlike, i.e., have an inner cavity. One may imagine the situation
in which an unseen planetary-mass companion clears out the dust in the inner
portion of the disk.

Macintosh et al. [37] detected 10 faint objects at a distance of 17′′ ∼ 45′′

from ε Eri by near-infrared K-band direct imaging observations, using the
Keck Telescope. While the limiting magnitude is about 21.5 mag (correspond-
ing to 5 MJ) more than 15” from the star, the sensitivity is poor within 10”
of the star. Follow-up observations of the proper motion indicated that all the
objects are background objects.

Searches have also been carried out at optical wavelengths. Proffitt et al.
[48] found 59 faint objects in the region between 12.5” and 58” from ε Eri
using the Hubble Space Telescope and its optical camera, WFPC 2. Most
of these are elongated and suggestive of background galaxies. Although the
detection limit of their observation is as deep as 26 mag, extrasolar plan-
ets are expected to be orders of magnitude fainter than this limit in optical
wavelengths.

Endeavors are also under way to directly image an extrasolar planet around
Vega. Macintosh et al. [37] also searched for extrasolar planets around Vega
by direct imaging observations. Their K-band limiting magnitude was ∼20.5
mag beyond 20” from the central star, while only ∼17 mag (6 ∼ 12 MJ) at
7” away from the central star. Seven objects were found >20” away from the
central star. Based on the proper motion measurements, they are thought to
be background stars. Metchev et al. [39] also attempted to directly observe
extrasolar planets around Vega. Their H-band limiting magnitude was about
19 mag (2 ∼ 6MJ) and 14 mag (10 ∼ 20 MJ) at 20” and 7” from the central
star, respectively. They detected eight background stars.

At longer wavelengths, one may detect the thermal flux from an extrasolar
planet. Hinz et al. [24] carried out M-band (5 μm) direct imaging observations
of Vega. Using AO, they obtained diffraction-limited images with a detection
limit of 7 MJ at 2.5” from the central star.

Planets in their early formation stages are expected to be brighter, and
hence direct imaging of these objects is more likely to succeed. Neuhäuser
et al. [42] announced the discovery of a faint companion around the T Tauri
star GQ Lup. The companion is located at 0.7” (100 AU) from the primary.
It was confirmed that both the primary and the companion have the same
proper motion, indicating that they form a conjoint physical system. The
companion has 13.1 mag at the K-band and the estimated mass of the object
is 1 ∼ 42 MJ. However, because the mass of a protoplanet is poorly estimated
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with current models of evolutionary tracks, it is still unclear whether the
object is a bona-fide young planet.

Another approach to achieve direct imaging lies in carrying out surveys
around faint objects. Chauvin et al. [11] discovered a planetary mass object
around a young brown dwarf, 2MASSWJ 1207334-393254. It is the companion
of a brown dwarf and therefore is not assigned as a planet by definition.

White dwarfs are the final stage of the life of intermediate-mass (<8M�)
stars. Since the object has a very small radius, its luminosity is two to four
orders of magnitude fainter than that of main-sequence dwarfs with the same
spectral type. Zinnecker et al. [68] searched for extrasolar planets around seven
white dwarfs in the Hyades cluster by direct imaging with the Hubble Space
Telescope, but did not detect any planetary mass companion.

Objects in the mass regime of planets are not always associated with a
star. Oasa et al. [43] discovered faint isolated YSOs in the Chamaeleon star-
forming region. Their masses are estimated to be several Jupiter masses. Such
objects are denoted as planetary-mass objects, sub-brown dwarfs, or free-
floating planets. Reipurth et al. [49] proposed that they are born in a multiple
system and then ejected from the system due to mutual close encounters.

Current Status – Disks

Stapelfeldt et al. [56] surveyed circumstellar structures, such as disks, en-
velopes, and outflows, around 153 YSOs in nearby star-forming regions. With
the high-spatial resolution of the optical imaging camera of the Hubble Space
Telescope, they detected circumstellar disks around 10 sources.

If one observes a YSO + disk system in edge-on geometry, the circumstellar
disk blocks the light of the central star. Burrows et al. [10] imaged an edge-
on disk and the jets associated with a YSO, HH 30, using the Hubble Space
Telescope. To date, several edge-on disks have been revealed (see Fig. 10.6).

Limitations

The direct imaging method is sensitive to planets with large orbital radii
and to large, flared circumstellar disks, but one cannot detect close-in planets
using this method. An image taken with an AO system is often processed by a
deconvolution technique to improve spatial resolution. However, this process
sometimes creates artificial blobs.

Moreover, a point source found in the vicinity of a bright star may be a
distant background star. Proper motion measurements at different epochs will
confirm its companionship status, and spectroscopy will allow the determina-
tion of an effective temperature of the companion candidate.

Future Studies

Even when a high-spatial resolution instrument is available, techniques of
suppressing the light from the central star are crucial in detecting an extrasolar
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Fig. 10.6. Near-infrared image of an edge-on disk, Lk Hα 263 C (Itoh, unpublished).
As the mid-plane of the circumstellar disk is optically thick, light from the central
star is obscured. On the other hand, the light can be seen as the scattered light at
the optically thin upper layer of the disk

planet. To date, application of such techniques, for example, a coronagraph
(described below) has been employed.

10.4.2 Coronagraphic Imaging

Principle

It is well known that a coronagraph is a powerful instrument to detect very
faint objects close to bright objects. Originally, Lyot [36] developed a corona-
graph to observe the solar corona and prominences without having to wait for
rarely occurring solar eclipses. The important components of a coronagraph
are an occulting mask and a Lyot stop. An occulting mask is located on the
first focal plane and obscures the light from a central bright source. Subse-
quently, the diffracted light from the pupil of the telescope and the occulting
mask is blocked by a Lyot stop centered on the optical axis in the pupil plane.
Finally, the image is detected at the second focal plane where the light from
the central source is almost suppressed. Recent progresses in AO techniques
enable us to use smaller occulting masks, thus to detect faint objects very
close to the bright source.
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Fig. 10.7. Schematic diagram of a coronagraph. Important elements of a corona-
graph are an occulting mask located on the first focal plane and a Lyot stop on the
pupil plane

Instrumentation

To detect such faint objects near bright sources, a coronagraph, CIAO (Coro-
nagraphic Imager with Adaptive Optics), was constructed for the use on the
Subaru 8.2 m Telescope. CIAO is used at the near-infrared (1–5 μm) wave-
lengths, because an AO system effectively compensates for wavefront distor-
tion at near-infrared wavelengths, and optical aberration, including scattered
light, is smaller at near-infrared wavelengths than at optical wavelengths. In
addition, great care was taken to determine the transmittance patterns of
the occulting masks and the Lyot stops to increase the performance of halo
suppression.

Several specifically shaped pupil masks were recently proposed for a high-
dynamic contrast range. For example, Spergel [55] proposed a Gaussian-
shaped pupil, which can achieve deep contrast imaging (10−9) in two directions
very close to a central star.

Interferometric nulling is another kind of a coronagraph. By interfering
with the 180◦ phase-shifted light, light from the central star is strongly sup-
pressed (e.g., [3]).
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Current Status – Planets

Combining a coronagraph with an AO system, one can obtain high-spatial
resolution and high signal-to-noise ratio images of faint companions and cir-
cumstellar structures.

Nakajima et al. [40] detected a faint point source 7.6” (44 AU) away from
a nearby star, GJ 229. Its red color in the optical wavelengths and deep
methane absorption bands in the near-infrared wavelengths [44] indicate its
low-effective temperature. Indeed this is the first object definitely classified as
a brown dwarf.

Itoh et al. [29] discovered a young brown dwarf companion (DH Tau B)
associated with a classical T Tauri star DH Tau, using CIAO on the Subaru
Telescope (Fig. 10.8). The companion has H = 15 mag located at 2.3” (330
AU) away from the primary DH Tau A. Comparing its position to a Hubble
Space Telescope archive image, it is confirmed that DH Tau A and B share a
common proper motion, suggesting that they are physically associated with
each other. From the near-infrared spectra of DH Tau B, its effective temper-
ature and surface gravity are derived to be Teff = 2700–2800 K and log g =
4.0–4.5, respectively. The location of DH Tau B on the Hertzsprung–Russell
diagram (HR diagram) indicates that its mass is between 30 and 50 MJ.

Direct imaging of an extrasolar planet is, of course, one of the main pur-
poses of coronagraphic surveys. Itoh et al. [30] carried out a coronagraphic
imaging search for extrasolar planets around the young main-sequence stars,
ε Eri and Vega. By concentrating the stellar light into the core of the PSF
using the AO system, and then blocking the core with the occulting mask
in the coronagraph, they achieved the highest sensitivity to date for point
sources in the close vicinity of both central stars. Nonetheless, they had no
reliable detection of a point source around the stars. The observations permit-
ted determining the upper limits of the masses of potentially existing planets
to 4 ∼ 6 MJ and 5 ∼ 10 MJ at a few arcseconds from ε Eri and Vega,
respectively.

Current Status – Disks

Smith & Terrile [54] achieved the first remarkable success in stellar coron-
agraph observations, by finding a circumstellar disk around the massive (2
M�) main-sequence star, β Pic. The disk generates the observed excess of
the spectral energy distribution of β Pic in the mid- to far-infrared wave-
lengths. Recent observations indicate that a certain fraction of an early-type
main-sequence star shows thermal excess. These are called “Vegalike” stars.
Among them, some debris disks are spatially resolved [31].

The circumstellar disks around many T Tauri stars are now surveyed with
a coronagraph. Disks are associated with both single and binary stars. A
young binary system often has three disks, two circumstellar disks and one
circumbinary disk. The highest angular resolution near-infrared images of the
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Fig. 10.8. Near-infrared coronagraphic image of DH Tau. North is up and east is
to the left. The primary star, DH Tau A, is located at the center of the image but
is blocked by the mask. The companion, DH Tau B, is detected ∼2.34” (330 AU)
southeast of DH Tau A

GG Tau A binary system were obtained with Subaru’s coronagraph, CIAO.
The image clearly revealed a ringlike circumbinary disk. It is thought that the
gravity of the central binary stars produced a cavity (the inner hole) in the
circumbinary disk [26]. The circumbinary disk is smooth and does not have
0”.1-scale structures.

In contrast, a circumbinary disk around UY Aur has a complicated struc-
ture. Hioki et al. [25] present a near-infrared coronagraphic image of UY Aur,
a binary system of 0.9” separation. They detected a half-ring shaped circumbi-
nary disk around the binary (Fig. 10.10). Its inner radius and inclination are
about 520 AU and 42◦ ± 3◦, respectively. The disk is not uniform but has re-
markable features, including a clumpy structure along the disk, circumstellar
material inside the inner cavity, and an extended armlike structure.

Disks are also associated with intermediate-mass young stars. Fukagawa
et al. [20] discovered a circumstellar disk with four spiral arms at r = 200–450
AU around a Herbig Ae star, AB Aur, by using CIAO. The weak gravitational
instability, maintained for millions of years by continuous mass supply from
the envelope, might explain the presence of the spiral structure.

Limitations

The performance of coronagraph instruments is severely hampered by the
imperfection of the wavefront of the incident light. To minimize this effect,
coronagraphs are often used in conjunction with AO systems, although the
degree of compensation of the current AO systems still limits the performance
of the coronagraphs.
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Fig. 10.9. Near-infrared coronagraphic image of ε Eri. The field of view is 20”×21”.
ε Eri is located at the center of the image but is blocked by the mask. A residual
halo from the PSF subtraction remains around the central star. The other three
bright emissions are ghosts. The point source candidate is indicated by a circle

Fig. 10.10. Near-infrared coronagraphic image of UY Aur. The field of view is
13.2” × 13.2”. North is up and east is to the left. The central binary is located at
the center of the image but is blocked by an occulting mask. A circumbinary disk
is clearly detected southwest of the star. The disk has inhomogeneous structure
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Note that some coronagraph designs based on computer simulations are
effective only for monochromatic light. Since an extrasolar planet is expected
to be very faint, broadband imaging is necessary.

Future Studies

The Terrestrial Planet Finder (TPF; [6]) coronagraph is proposed for a future
space mission. Observations are planned in the optical wavelengths. Another
plan of the TPF is space interferometry with nulling techniques.

10.5 Future Prospects

The timetable for future projects described in this chapter is presented in
Fig. 10.11. The reader will find that secure developments are planned for
observational equipments.

It turns out that extrasolar planets and circumstellar disks exhibit a large
variety of physical characteristics. Current samples of both objects are still
insufficient for clarifying the diversity of planetary systems. Searches will con-
tinue for extrasolar planetary systems using various methods.

Fig. 10.11. Schematic timetable of the current and future missions mentioned in
this chapter
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Spectral signatures will be explored for extrasolar planets. An ultimate
goal of such studies is to detect signs of life. Spectral signatures indicating
habitable conditions will be investigated through theoretical studies and ob-
servational studies of the planets in the Solar System.

A planet is defined as an object with a core in which deuterium does not
burn. Based on this criterion, the upper limit of the mass of a planet is 13 MJ.
Some objects classified as an extrasolar planets are estimated to have mass
more than 10 MJ. These may indeed be more massive objects, i.e., brown
dwarfs. Determination of the mass of such objects is necessary. For objects
discovered by Doppler-shift measurements, determination of the inclination
angle by other methods resolves the mass. The masses of the objects discov-
ered by direct imaging are estimated based on evolutionary tracks on the HR
diagram. However, different evolutionary tracks infer different masses. Devel-
opment of an evolutionary track model for low-mass objects is essential.
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Hayabusa, 71, 73, 90, 144, 158
heliosphere, 193
Henyey–Greenstein, 172
Hill sphere, 278
Hooke’s law, 122
hot Jupiter, 300
hydrocode, 120

incipient flaws, 106
influx, 148–150
infrasound, 137
interplanetary dust (IDPs), 71, 132,

167, 231–235, 237, 239, 241, 249,
251, 252

interstellar dust, 143, 240
interstellar medium (ISM), 168
interstellar meteoroids, 142
IRAS, 130, 235–238
irregular satellites, 278, 279, 281
ISOCAM, 130
Itokawa, 143

Jean’s problem, 115
Jupiter family comets, 235, 237, 262

K-corona, 232
Karin, 240
Kelvin–Helmholtz instability, 16
Kuiper belt, 72, 240, 260, 273, 281
Kuiper belt objects, 72, 74, 93, 267

Leonid MAC, 131
light, scattering of

analytic solutions, 178–183
definitions, 170–173
dielectric functions, 174–178
numerical techniques, 183–184

lightcurves, 262, 264

limit states, 109
long period comets, 260
Lorentz force, 234
Lorentz harmonic oscillator, 174
lunar impact flash, 148

magnetic field, circumstellar, 190
magnetic field, interplanetary, 196, 197
magnetic field, interstellar, 196
magneto-rotational instability, 6
main asteroid belt, MB, 71–74, 76,

78–80, 87, 89
main-belt comets, 261, 281, 282, 285
Marsden and Kracht group, 157
mass range, 132, 148, 149
mean motion resonance, 246
mean motion resonances, 56, 73–75
meteor, 129, 130, 133, 134, 136, 137
meteor networks, 144, 146, 147
meteor persistent train, 139, 140, 156
meteor shower: Geminids, 130, 143, 151,

153, 157
meteor shower: Leonids, 130, 131, 133,

135, 136, 138, 140, 142, 148,
150–152, 155–158

meteor shower: Orionids, 135, 153
meteor shower: Perseids, 130, 134, 135,

148, 153, 157
meteor shower: Quadrantids, 130, 143,

153, 157
meteor showers, 129, 130, 143, 148, 149,

237
meteor stream parent, 289, 290
meteor wake, 135–137, 150
meteoric dust cloud, 136
meteorite, 71, 72, 75–77, 79, 81, 83, 84,

133, 144
meteorite: Innisfree, 146
meteorite: Lost City, 146
meteorite: Morávka, 146
meteorite: Neuschwanstein, 146, 147
meteorite: orbits, 146
meteorite: Př́ıbram, 146, 147
meteorite: Park Forest, 146
meteorite: Peekskill, 146
meteorite: Tagish Lake, 146
meteorite: Villalbeto de la Peña, 146
meteoroid, 129, 130, 133
β meteoroid grains, 49
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Methanoids, 275, 277
microlens event, 307
micrometeorite, 132
microporosity, 124
Mie theory, 182, 184
Milky Way, 168
Mohr-Coulomb criterion, 103

NEAR, 77, 89
near Earth object, NEO, 73, 74, 87, 89,

90
near-Earth asteroids, NEA, 83
needle disk, 43
Nice model, 281

Oort cloud, 260, 281
optical colors, 270
optical constants, 174
orbital evolution of meteoroids, 141
organics, 155, 158
origin of meteoroids, 142

P-R drag affected grains, 49
particle-cluster aggregation (PCA), 22
particle: energetic electrons and ions,

193
particles: anomalous cosmic ray, 196
particles: cosmic ray, 197
particles: energetic particles, 196
particles: galactic cosmic ray, 196
particles: solar wind, 193
particles: stellar wind, 193
passive disks, 4
pericentre glow, 54
persistent meteor train, 135
photoevaporation, 8
Pioneer 10, 232, 240
Pioneer 11, 240
Planet-C, 251
planetary disks, 1
planetary perturbation, 234
planetary perturbations, 141, 241
planetary-mass object, 313
plastic wave, 120
point spread function, 306
polarization, 169, 175, 180, 184
porosity, 71, 72, 77, 82–84, 87–90,

268–270
porous material, 124

Poynting–Robertson drag, 234, 240
Poynting-Robertson (P-R) drag, 46
Poynting-Robertson drag, 233
Poynting-Robertson effect, 141, 149
Poynting-Robertson effect, Photon-,

201, 213
Poynting-Robertson effect, Plasma-,

202, 213
Prairie Network, 146
proper eccentricity, 52
protoplanetary disks, 1

Q∗, 86, 87

radar, 138
radiation pressure, 46, 141, 173, 181,

184, 237
(radiation pressure) blow-out limit, 47
radiation pressure force, 234
Rayleigh limit, 173, 182
regular satellites, 278
resonance overlap, 60
resonance ring, 246
resonant argument, 57
resonant perturbations, 51
resonant ring, 64
resonant trapping, 58
Roche density, 15
Roche limit, 112

scattering angle, 171
scattering cross-section Csca, 171
scattering function, 241
scattering phase function, 242, 248
scattering plane, 171
scattering, process of, 169–170
Schmidt number, 16
second transit event, 305
secular perturbations, 51
secular resonance, 73, 75
sedimentation, 14
shear modulus, 122
shear strength, 102
shock wave, 78, 80, 81, 86, 89, 120
singly charged silicon nanoparticles

(SNPs), 177
size distribution, 73, 149, 235, 237, 241,

248, 249
size distribution, asteroids, 75, 78, 79
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size distribution, boulders, 91
size distribution, dust, 88, 208
size distribution, fragments, 88, 91
SMEI, 250
Smooth Particle Hydrodynamics, 121
solar wind, 234
space weathering, 76, 79, 89, 247
speckle, 311
spectral energy distribution, 308
spheroids, 180
spin limits, 108
spin-locked, 115
Spitzer Space Telescope, 237, 251
Spitzer space telescope, 251
sporadic meteor, 130, 151, 155, 157
sputtering, 133
Stardust, 168
static strength, 106
static theory, 115
stellar wind forces, 50
sticking probability, 20
Stokes drag law, 12
stopping time, 12
strain rate tensor, 122
stray body, 115
streaming instability, 27
strength, 81–88, 91, 101, 152, 154, 157
stress equilibrium equations, 113

T Tauri stars, 1, 298
T-matrix, 184
taxonomic class, 71
tensile strength, 102
terminal velocity, 15, 18
ternary diagram, 154
Terrestrial Planet Finder, 319
the continuous distribution of ellipsoid

(CDE), 182
thermal equilibrium, 136, 150, 158
thermal skin depth, 286
tidal disruption, 112
tidal forces, 113

Tillotson equation, 122
Tisserand parameter, 262, 281
trailing wake, 64
trans-Neptunian object, TNO, 74
transit event, 303
Transition objects, 262, 286, 288
Tresca criterion, 102
triangulation, 138, 144
Trojan asteroids, 261
turbulence, 26
turbulent diffusion, 16
turbulent viscosity, 6

Ultrared matter, 271, 281

Vega-like stars, 2, 298
Veritas, 240
VIEF (volume integration of electric

fields), 184
viscous evolution timescale, 7
α-viscous model, 6
von Mises criterion, 102
vortex, 27

warp, 41
Weibull distribution, 84, 85, 106
Weibull parameter, 84
Weibull parameters, 83, 84, 106
WIZARD, 249, 250
Wolf-Rayet stars, 167

Yarkovsky effects, 74, 79, 92, 141, 234
YORP effect, 92
young stellar object, 298

zodiacal cloud, 141–143, 234, 239,
241–245, 247, 251

zodiacal dust, 142
zodiacal emission, 233, 241, 242,

244–249, 251, 252
zodiacal light, 131, 231–233, 235, 237,

238, 241–243, 247–249
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